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A multivariate fit to the variation in global mean surface air temperature anomaly over
the past half century is presented. The fit procedure allows for the effect of response time
on the waveform, amplitude and lag of each radiative forcing input, and each is allowed
to have its own time constant. It is shown that the contribution of solar variability to
the temperature trend since 1987 is small and downward; the best estimate is K1.3%
and the 2s confidence level sets the uncertainty range of K0.7 to K1.9%. The result is
the same if one quantifies the solar variation using galactic cosmic ray fluxes (for which
the analysis can be extended back to 1953) or the most accurate total solar irradiance
data composite. The rise in the global mean air surface temperatures is predominantly
associated with a linear increase that represents the combined effects of changes in
anthropogenic well-mixed greenhouse gases and aerosols, although, in recent decades,
there is also a considerable contribution by a relative lack of major volcanic eruptions.
The best estimate is that the anthropogenic factors contribute 75% of the rise since
1987, with an uncertainty range (set by the 2s confidence level using an AR(1) noise
model) of 49–160%; thus, the uncertainty is large, but we can state that at least half of
the temperature trend comes from the linear term and that this term could explain the
entire rise. The results are consistent with the intergovernmental panel on climate
change (IPCC) estimates of the changes in radiative forcing (given for 1961–1995) and
are here combined with those estimates to find the response times, equilibrium climate
sensitivities and pertinent heat capacities (i.e. the depth into the oceans to which a given
radiative forcing variation penetrates) of the quasi-periodic (decadal-scale) input forcing
variations. As shown by previous studies, the decadal-scale variations do not penetrate
as deeply into the oceans as the longer term drifts and have shorter response times.
Hence, conclusions about the response to century-scale forcing changes (and hence the
associated equilibrium climate sensitivity and the temperature rise commitment) cannot
be made from studies of the response to shorter period forcing changes.
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1. Introduction

For a sudden change in the radiative forcing of the Earth’s climate system, the
global surface air temperature T would approach its new value exponentially
with a time constant

tZCH=lS ZCHfT=fITSð1KAÞgZCHf =f43sT3g; ð1:1Þ
where CH is the pertinent (‘effective’) heat capacity that is in immediate thermal
contact with the atmosphere; lK1

S is the equilibrium climate sensitivity; f is the
feedback factor ( fO1 for positive feedback and f!1 for negative feedback; note
that f is assumed to be independent of T ); ITS is the total solar irradiance (TSI);
A is the Earth’s albedo; 3 is the Earth’s effective planetary long-wave emissivity
(defined as the ratio of global mean long-wave flux emitted at the top of the
atmosphere to that for a black body with surface temperature T ); and s is the
Stefan–Boltzmann constant (Hansen et al. 1985; Schwartz 2007). For the Earth’s
atmosphere in isolation, CH is so small that the time constant is very short
(typically only a few days); however, the very large CH of the Earth’s oceans
means that the time constant for a complete temperature response of the Earth’s
coupled ocean–atmosphere system can be several thousand years (e.g. Stouffer
2004). In general, CH refers to the pertinent heat capacity and hence the depth to
which the effects of a given change in radiative forcing penetrates into the oceans.
Therefore, different changes to the radiation balance can have different response
time constants.

In paper 1 (Lockwood & Fröhlich 2007), a response time constant t longer
than the solar cycle length was considered in order to define the underlying
trends. This would dampen out the solar cycle (decadal-scale) variations in the
Earth’s climate response almost completely (Wigley & Raper 1990). Such a long
response time of several decades is consistent with many studies using the fully
coupled atmosphere–ocean general circulation model (Wetherald et al. 2001;
Hansen et al. 2005; Meehl et al. 2005; Wigley 2005).

However, solar cycle variations in the Earth’s climate system have been
detected. They are strongest in the troposphere at its greatest altitudes
(Labitzke & van Loon 1997), but can also be detected in the middle and lower
troposphere (e.g. Christy et al. 2000; Gleisner 2005; Salby & Callaghan 2006;
Svensmark & Friis-Christensen 2007), and such variations are expected from
climate model simulations, particularly at low and middle latitudes (Cubasch
et al. 1997). Several multiple regression studies have shown that solar influences
in the temperature record can be separated from other factors (e.g. El Niño
Southern Oscillation (ENSO), volcanoes and anthropogenic) by the different
spatial patterns of change that they each induce. Haigh (2003) showed that the
solar response of tropospheric temperatures is strongest at middle latitudes and
not at the Equator, indicating that mechanisms other than direct radiative
heating must be involved. Solar cycle variations are weak in surface
temperatures (e.g. Crowley & Kim 1996; North & Stevens 1998; Free & Robock
1999; Douglass & Clader 2002; Douglass et al. 2004; Lean 2006), but have been
detected in ocean surface temperatures as well as air temperatures (White et al.
1997). For lower frequency solar variations (periods between decades and
centuries), stronger surface temperature responses are detected (Cubasch et al.
1997; Drijfhout et al. 1999; Rind et al. 1999; Tett et al. 1999; Stott et al. 2001).
Proc. R. Soc. A



3Changes in solar outputs and temperature
Hence, the response of the Earth’s surface temperatures to solar variations is
frequency-dependent and the Earth’s climate system acts as a low-pass filter to
reduce, if not completely remove, the faster variations. A review of solar
variability effects on the climate system has been given by Haigh (2003).

The detection of, albeit damped, solar cycle variations in the surface air
temperature is consistent with recent studies that have given a smaller response
time constant to solar variations; for example, Douglass & Clader (2002) and
Douglass et al. (2004) have reported a response time of t!1 year to solar
variations and Schwartz (2007) has obtained tZ5G1 years for all forcings. These
studies agree with a number of results implying short response times to (and
rapid recovery from) a variety of rapid radiative changes (Taylor et al. 1997;
Dickinson & Schaudt 1998; Lindzen & Giannitsis 1998; Santer et al. 2001; Alley
et al. 2003; Wigley et al. 2005; Boer et al. 2007). These results are not, in most
cases, incompatible with the longer response times (as found, for example, by
Wetherald et al. 2001, Hansen et al. 2005, Meehl et al. 2005 and Wigley 2005)
because the duration of the forcing in many cases is short and the response time
of the system is not the same as for sustained forcing changes, such as that from
increased well-mixed greenhouse gases, owing to a relative lack of penetration of
the thermal signal into the oceans. Understanding the different time constants for
different forcings is key to the debate about the future evolution of climate
change, as estimates of the constant-composition and constant-emission
temperature rise commitments vary from considerable (Wigley 2005) to small
(Schwartz 2007).

In paper 2 (Lockwood & Fröhlich in press), it was shown that the conclusion of
paper 1, (Lockwood & Fröhlich 2007), that the recent solar trends have been in a
direction opposite to that needed to contribute to the rise in global temperatures,
is not dependent on the response time constant assumed. In this paper, we
quantify the solar contributions to the recent warming with an allowance for the
response time constants.

Several studies have analysed the variation of global mean air surface and
tropospheric temperatures using a combination of various parameters to quantify
inputs into the climate system. For example, Christy & McNider (1994) showed
that the lower tropospheric temperatures were strongly influenced by ENSO
effects and volcanic effects, and removed their estimated effect to reveal a trend.
Santer et al. (2001) re-evaluated the trend by making allowance for the fact that
the ENSO and volcanic data show some correlation. Michaels & Knappenberger
(2000) detected a solar cycle variation in the residual trend and hence Douglass &
Clader (2002), Douglass et al. (2004) and Lean (2006) included TSI as an
additional input in their multivariate fits. These fits used temperature anomaly
predictors of the form

DTPðtÞZ kS!Sðt; tSÞCkV!V ðt; tVÞCkE!DEðt; tEÞCLðtÞ; ð1:2Þ
where S is the solar input variation; V is the volcanic aerosol effect (quantified by
the global mean atmospheric optical depth, AOD); DE is the anomaly of energy
exchange between the deep ocean and the surface mixing layer (Willis et al.
2004), here quantified by the N3.4 ENSO index; L is a linear drift term to allow
for anthropogenic greenhouse gas and aerosol emissions (and associated
feedbacks); and kE, kV and kS are the appropriate weighting (sensitivity)
factors. The input solar variation S has usually been the variation of observed
Proc. R. Soc. A



M. Lockwood4
TSI, although the observed variation in the flux of neutrons, generated by
galactic cosmic ray (GCR) bombardment of the atmosphere, has also been used
(Svensmark & Friis-Christensen 2007). Note that equation (1.2) contains the
implicit assumption that the responses are independent; hence, for example, DE
is independent of V and S, which is not generally valid (Santer et al. 2001; Adams
et al. 2003). In the form of the temperature predictor given in equation (1.1), the
input variations are lagged by best-fit lags tS, tE and tV. However, these lags
neither arise from a propagation delay nor from energy being stored in a reservoir
and released at some later time—they arise from the response times to the
changes in radiative forcing, as discussed above. This means that the time-series
would be smoothed and attenuated, not just delayed. Furthermore, the fit has
hitherto been constrained by prior choice of the lags and not allowed to explore
all parameter space. The present paper repeats the multivariate fits of the
previous studies but uses a different temperature anomaly predictor

DTP Z kS!½S5FðtSÞ�CkV!½V5FðtVÞ�CkE!½DE5FðtEÞ�CL

ZDTS CDTAODCDTENSOCDTLIN; ð1:3Þ
where5 represents a convolution and F is a filter response function. This allows us
to pass each input variation through a low-pass filter with the relevant time
constant t. The low-pass filter adopted here is a simple ‘RC-filter’ providing an
exponential response. The variables kE, kV, kS, L, tS, tE and tV are then obtained by
a best fit of DTP to the observed global mean air surface temperature anomaly
DTOBS, using the Nelder–Mead simplex (direct search) method (Nelder & Mead
1965; Lagarias et al. 1998) to minimize the r.m.s. difference between DTP and
DTOBS. The search starts from the initial conditions derived from a recursive fit
method (where the largest correlation input variation is fitted and then successively
removed, using the simpler predictor given by equation (1.2)). Monthly mean data
are used and seasonal variations in E and TOBS are reduced by the use of anomaly
data. Note that the above procedure finds the optimum fit to the TOBS signal and
subsequently (in §3) a noise model will be used to estimate uncertainties; more
advanced optimizations find the peak signal/noise ratio but require the use of
numerical model simulations to characterize the noise (Stone & Allen 2005).

A note of caution must be introduced at this point about this type of analysis.
A chance (but spurious) correlation between two different climate forcings that
may appear for a short interval can introduce errors. For example, the chance
occurrence of major volcanoes approximately 10 years apart can be interpreted
as solar cycle oscillations (North & Stevens 1998) and this can lead to volcanic
effects being identified as solar (and vice versa). For this reason, most weight is
placed on the fits carried out here using the GCR observations (which cover the
longer interval 1953–2007) to quantify the solar input as this reduces the chance
of these spurious correlations having an effect. In addition, for this reason, an
uncertainty analysis has been presented in §3.
2. Input variations

We use monthly mean data for all inputs to TP and for the observed global mean
air surface temperature anomaly DTOBS. The input solar variation S is quantified
here using three different time-series data: (i) the PMOD TSI composite
Proc. R. Soc. A



5Changes in solar outputs and temperature
[ITS]PMOD, (ii) the ACRIM TSI composite [ITS]ACRIM, and (iii) the Climax
neutron monitor GCR counts C. Paper 2 (Lockwood & Fröhlich in press) shows
that the ACRIM composite is not as accurate as the PMOD and contains a long-
term drift that is not found in the TSI reconstructed from solar magnetograms.
However, it is included here for comparison with other studies that have made
use of it. The use of C is valid for a direct effect of cosmic rays on clouds, or for C
being a proxy indicator of TSI, or for a combination of both (see discussion in
paper 1 (Lockwood & Fröhlich 2007)). All plots in the present paper make use of
C and so the analysis can be extended back to 1953. The results for using the TSI
composites for S are also given in tables 1 and 2. The ENSO input is quantified
using the N3.4 index anomaly (DE ), which is based on the observed sea-surface
temperature in the centre of the equatorial Pacific El Niño region (Wolter &
Timlin 1998; Garrett 2007). The global mean atmospheric optical depth, V, is
used to quantify the volcanic input (Ammann et al. 2003; Yu et al. 2006). The
linear variation L accounts for anthropogenic emissions of both greenhouse
gases and aerosols. The sum of the radiative forcings due to greenhouse gases
over the recent decades has been approximately linear (Hofmann 2006a,b). The
reduction in aerosol emissions has also caused a rise in radiative forcing
(Andreae et al. 2005). It is advantageous to consider the effects of anthropogenic
greenhouse gases and aerosols in one term as their net effect is not a simple
combination of the two (Feichter et al. 2004). The four input variations (C, V,
DE and L) are shown in figure 1, along with the HadCRUT3 compilation of the
observations DTOBS (Brohan et al. 2006). The analysis was repeated using the
equivalent GISS temperature reconstruction (Hansen et al. 1999) and the results
(not shown) are almost identical.
3. Results

Figure 2a shows the best-fit-predicted global mean surface air temperature
anomaly DTP (red line) and compares it with the observed variation DTOBS (blue
line). Figure 2b shows the fit residuals (DTOBSKDTP). The residuals show
fluctuations about zero and a weak long-term variation, with persistently
positive values in recent years. This may indicate that the use of a linear trend
may not be adequate to reproduce an accelerating upward trend, but may also
point to the importance of another factor that could be natural internal climate
variability. The correlation coefficient is rZ0.89, hence r 2Z0.79 of the observed
variation is explained. Note that although the predicted values are slightly lower
than the observed ones over the last 15 years, the variation is well matched. In
particular, DTP, like DTOBS, shows peak values in 1998, with lower values in the
subsequent years.

Tables 1 and 2 provide the time constants, sensitivities, correlations and
trends for this fit, plus the corresponding results for fits obtained using the
PMOD and ACRIM TSI composites for S. The correlation coefficient is highest
for GCRs (SZC ) and has a greater significance because it is based on the data
for 52 years (as opposed to the 27 years for the TSI variations). It is slightly
higher for the PMOD composite (i.e. using SZ[ITS]PMOD) than that for the
ACRIM (SZ[ITS]ACRIM), but this difference is not statistically significant. The
best-fit response time constant for the ENSO variation is tEz0.4 year and for
Proc. R. Soc. A
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Figure 1. (a) The observed global mean air surface temperature anomaly, DTOBS (grey, in K). (b) The
N3.4 El Niño index anomaly, DE (blue, in K). (c) The global mean atmospheric optical depth (AOD)
at 550 nm, V, showing the effects of the Agung, El Chichon and Pinatubo volcanoes (mauve,
dimensionless). (d ) The solar variation, S, quantified by the cosmic ray neutron counts measured at
Climax, C (yellow, in hK1). (e) A linear rise to include anthropogenic effects (green, in K). All data
are monthly means.

7Changes in solar outputs and temperature
the volcanic aerosol forcing is tVz0.6 year. In most previous studies, these were
given six-month lags. The solar response time tSz0.8 year for both the GCR
input and the TSI composites. The best-fit sensitivity factors kE and kV (for ENSO
and volcanic aerosols, respectively) and the linear drift L are almost identical for
the three solar inputs. Figure 3 shows the various terms in the predictor DTP,
smoothed and lagged for the best-fit time constants and scaled by the sensitivity
factors. Note that the dependence of the derived parameters for the ENSO term
on the solar forcing variation used may indicate that the two are related
statistically, or physically; such a link is not allowed for in the present paper.
Proc. R. Soc. A



–0.4

–0.2

0

0.2

0.4

0.6
(a)

(b)

year
1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005

–0.2

0

0.2

Figure 2. (a) The variations of the observed global mean air surface temperature anomaly (DTOBS,
blue line) and the best multivariate fit (DTP, red line). (b) The fit residuals (DTOBSKDTP).

M. Lockwood8
To evaluate the various contributions to recent warming, the average drifts of
the contributions to the best-fit DTP (see equation (1.3)) over the data interval
1987–2006 are evaluated and also expressed as a fraction of the observed drift
dDTOBS/dt (table 1). The trends are derived using a linear regression fit to
the data for the interval considered and are taken since 1987 as that is when
paper 1 (Lockwood & Fröhlich 2007) defined the solar input trend to
change polarity. The solar drifts are downward (negative) if we use SZC or
SZ[ITS]PMOD, but positive if we use SZ[ITS]ACRIM. This is not surprising
given that paper 2 (Lockwood & Fröhlich in press) shows that the trend in
the ACRIM data composite is upward for most of the interval and is downward
only relatively recently. Paper 2 (Lockwood & Fröhlich in press) also shows that
the main drift in [ITS]ACRIM is an artefact of a pointing direction glitch in the
Nimbus HF data. Irrespective of this point, the solar contribution is always
small. This is true if we use GCR fluxes or TSI to quantify the solar input. The
ENSO trend is also (slightly) negative; in other words, there has been a tendency
for La Niña years to outweigh El Niño years towards the end of the period.
Again, the effect is small, being approximately 5% of the observed drift in
magnitude. The lack of recent major volcanoes has contributed to approximately
24% of the rise. The main cause is that Pinatubo was early in the interval (in
1991) and there has been a recovery from its cooling effect in the subsequent 15
years (Hansen et al. 1996). The linear term, added to include anthropogenic
effects, accounts for approximately 75% of the total. The sum of these
contributions varied between 92 and 97% of the observed rise for the different
S(t ) adopted.
Proc. R. Soc. A
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Figure 3. The scaled and filtered variations giving the best-fit DTP shown in figure 2. (a) The
contribution of deep ocean–surface heat exchange DTENSOZkE![DE5F(tE)], where kE is the
sensitivity factor and tE is the response time constant for ENSO, which is quantified with the N3.4
El Niño index, DE. F is the low-pass filter function used. (b) The contribution of volcanoes
DTAODZkV![V5F(tV)], where kV is the sensitivity factor and tV is the response time constant
for volcanic aerosol effects, which are quantified with the global mean atmospheric optical depth
(AOD), V. (c) The solar contribution DTSZDTGCRZkS![S5F(tS)] because the solar variation is
represented here by SZC, the Climax neutron monitor count rate; kS and tV are the corresponding
sensitivity and response time constant. (d ) The best-fit linear drift DTLIN.

9Changes in solar outputs and temperature
4. Comparison of solar and anthropogenic forcings

It is now many years since climate scientists demonstrated that the rise in global
mean temperatures was mainly due to anthropogenic effects and the solar
contribution was small (e.g. Hansen & Lacis 1990). However, reports of a large,
Proc. R. Soc. A
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or even dominant, solar contribution persist—although increasingly they are not
in the published literature and are in non-reviewed sources such as the media
and the Internet. This section compares the uncertainties in the solar and linear
terms derived here. To achieve this comparison, the fits were constrained to use
pairs of values for the solar forcing sensitivity, kC, and the magnitude of the
linear term, L. Values of kC (kSZkC because here GCRs are used to quantify
the solar input) were varied between 0 and K40!10K5 K (counts hK1)K1

in steps of 0.5!10K5 (cf. the best-fit value in table 2 is 10.36!10K5), and
the values of L were varied between 0 and 100!10K3 K yrK1 in steps of
1!10K3 K yrK1 (cf. the best-fit value in table 2 is 14.70!10K3) and the fit
surface studied in this parameter space. For each L–kC pair, the best fit was
obtained for the predictor given by equation (1.3) by varying the parameters
kE, kV, tS, tE and tV. Figure 4 shows the variation of the r.m.s. fit

residualh(DTOBSKDTP)
2i1/2 with L and kC, and figure 5 shows the correspond-

ing variation of the correlation coefficient between TP and TOBS, r. In figure 4,
the contour of the r.m.s. residual that is significantly higher than the minimum
value (at the 2s confidence level) has been shown in white. This is computed
assuming an autoregressive AR(1) noise model. For this ‘red’ noise model, the
autocorrelation coefficient of monthly TOBS at lag 1 is a1Z0.928 and the
effective number of independent samples used to compute s is taken to be
NeffZN(1Ka1)/(1Ca1)Z24 for the NZ643 data samples available. In figure 5,
Proc. R. Soc. A
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L and the sensitivity factor kC. The contour of r that is significantly lower than the peak value at
the 2s level (evaluated using Fisher’s Z-test) has been highlighted in white. The other white line is
the 2s contour taken from figure 4. The best estimate and error bars are as shown in figure 4.
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the weak dependence of the fit on the solar term is reflected by the near-vertical
form of the peak in r. The contour of r, which is significantly lower than the
peak value (again at the 2s level), has also been shown in white. This is
evaluated using Fisher’s Z-test for the significance between two correlation
coefficients (Lockwood 2002). The 2s level contour from figure 5 is also
reproduced in figure 4 and vice versa. The best-fit values are shown by the
point. The biggest difference in the derived 2s levels arises because the form of
the decadal-scale TP variation (and hence r) has a weaker dependence on the
GCR sensitivity factor kC than the longer term variation (and hence the r.m.s.
fit residual). It can be seen that the uncertainty in the best fit (at the 2s level) is
usually constrained by the fit residuals shown in figure 4. However, figure 5
shows that there is a steep fall-off in the correlation coefficient as the linear drift
L is decreased below the best-fit value, such that it sets the uncertainty limit
rather than the fit residual. Using a combination of the two we derive the error
bars shown in black. The best estimate of L is 14.70!10K3 K yrK1 with a
minimum of 9.22!10K3 K yrK1 and a maximum of 31.33!10K3 K yrK1.
The best estimate of the solar sensitivity factor, kC is K10.36!10K5 K

(counts hK1)K1 with a minimum value of K15.3!10K5 K (counts hK1)K1 and a
maximum of K5.9!10K5 K (counts hK1)K1. This sensitivity factor has not been
quantified in previous studies. We can use the derived fit uncertainties to
evaluate the associated uncertainties in the percentage contributions to the total
change. For the linear term, the range is 49–160%; thus, the uncertainty is large,
but we can state that at least half of the trend comes from the linear term and
this term could explain the entire rise. For the solar contribution, the range is
K0.7 to K1.9% (with a best estimate of K1.3%).
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5. Conclusions and discussion

The analysis presented here quantifies the contributions to recent climate change
without recourse to the large and complex numerical models usually used in
detection–attribution techniques (see review by Ingram 2006); a lack of
understanding of the working and testing of those models often leads sceptics
to dismiss their conclusions and hence we have avoided their use here. However,
the results presented are in broad general agreement with these more
sophisticated detection–attribution studies (e.g. Cubasch et al. 1997; North &
Stevens 1998; Tett et al. 1999; Stott et al. 2003; Stone & Allen 2005; Ingram
2006). The only way the solar contribution to the rise in air surface temperatures
can be found not to be negative is to use the ACRIM TSI composite. Paper 2
(Lockwood & Fröhlich in press) has presented an analysis of this composite and
shown that the drift it gives is erroneous. We show here, using either GCR fluxes
or the PMOD TSI composite, that the solar changes have been in the direction
opposite to that needed to increase surface air temperatures, as concluded by
paper 1 (Lockwood & Fröhlich 2007).

The multivariate fits used to derive this result have been carried out by several
sets of authors previously (e.g. Douglass & Clader 2002; Douglass et al. 2004;
Lean 2006). A number of refinements are introduced here. Firstly, many of the
previous analyses used global mean tropospheric temperatures, whereas we here
use the mean air surface temperature. Secondly, we use both cosmic ray fluxes
and TSI variations to quantify the input solar variation. The biggest difference
when compared with previous studies, however, is that the data series are not
lagged and then fitted but passed through a low-pass filter to allow for response
times. The response times are then derived by the fit procedure. In addition, an
analysis of uncertainties has been carried out.

For quasi-periodic variations such as solar forcing, ENSO energy exchange
with the deep ocean and volcanic aerosol surface dimming, the response times
are found to be less than 1 year. There are approximately 15 El Niño peaks in the
52 years studied, giving a quasi-periodicity of w3.5 years for the ENSO variation
and the response time is found to be 0.4 year. There are five major peaks in the
AOD time-series, giving a quasi-periodicity of 10 years and the time constant
derived is 0.6 year. Lastly, the mean solar cycle length over the interval is
10.75 years (see paper 1 (Lockwood & Fröhlich 2007)) and the response time is
0.8 year. This suggests that the periodicity of the variation might be a key factor
in determining the response times, which are longer for longer period variations.
This implies that response times from short (decadal-scale and less)-period
fluctuations tell us very little about the response time to continued gradual
trends. Autocorrelation techniques have been used to determine the overall
response time, for example, Schwartz (2007) derives a value of 5G1 years.
However, these will tend to pick out the effect of the relatively short periodicities,
rather than slow drifts, and hence may well give smaller values. As discussed in
the introduction, the importance of this debate is that the response time (to
century-scale changes) sets the amount of warming that we are already
committed to, even if greenhouse gas abundances were stabilized.

The results presented here are broadly consistent with the intergovernmental
panel on climate change (IPCC) review of current knowledge. The trend for
1987–2006 cannot be compared with the IPCC report as the latter does not
Proc. R. Soc. A



Table 3. A comparison of derived temperature changes and IPCC radiative forcing changes
between 1963 and 1993.

IPCC DF
(WmK2) DT (K)

IPCC DF
(%) DT (%) l0K1

S ZDT=DFðKWK1 m2Þ

total 0.50 0.369 100 100 0.74
solar 0.06 0.016 12 4 0.27
volcanic K0.42 K0.095 K84 K26 0.22
anthropogenic 0.86 0.448 C172 C121 0.52
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extend to the later times. Table 3 presents an analysis of the change between
1961 and 1995, which is covered in the IPCC report. Table 6.13 of ch. 6 of the
2007 report (Ramaswamy et al. 2007) gives the radiative forcing for 5-year
intervals for volcanic aerosols, solar variability and a number of anthropogenic
factors (well-mixed greenhouse gases, stratospheric ozone, tropospheric ozone,
sulphate pollution, organic carbon and black carbon from fossil fuel and biomass
burning). In table 3, the changes in the estimated radiative forcing between 1963
(in fact, a mean for 1961–1965 is used) and 1993 (a mean for 1991–1995) are
listed along with the temperature changes associated in the present paper with
that radiative forcing (the differences in the means for the same intervals as used
in the IPCC report). The rise in the volcanic forcing DFAOD and the temperature
response DTAOD are both negative (because the Pinatubo eruption was close to
the end of this interval), but the percentage temperature response (after removal
of the internal ENSO signal from the temperature record) is smaller than the
percentage forcing change. Determining and constraining climate sensitivity,
particularly for long-period variations is uncertain (e.g. Annan & Hargreaves
2006; Hegerl et al. 2007). As noted by the IPCC report, instantaneous radiative
forcings cannot be used with the temperature change over the same interval to
determine climate sensitivities because the temperature changes are not
equilibrium responses and the effect of radiative forcings is not a simple addition.
The ‘apparent’ climate sensitivities l0K1

S can be defined as DT/DF (Gregory et al.
2002), given in the last column of table 3, and in general will not be equilibrium
values as the system has not, in general, had time to fully respond to the changes.
However, the previous section finds that the time constant for volcanic and solar
variations is tSZ0.83 year and tVZ0.58 year, respectively; hence, in these cases,

the climate sensitivities ½l�1
S �S Z0:27 and ½lK1

S �VZ0:22 can be regarded as
equilibrium values ðl0K1

S ZlK1
S Þ for which, by equation (1.1), tZC lK1

S . From
this, we derive the heat capacity pertinent to solar variations CSZtS=½lK1

S �SZ
3:07 W yr mK2 KK1, which corresponds to a depth of 24 m of the ocean surface
layer. Likewise, the heat capacity pertinent to volcanic variations CV is

tV=½lK1
S �VZ2:64 W yr mK2 KK1, which corresponds to a depth of 21 m of the

ocean mixing layer. Hence, we find that decadal-scale variations such as solar
variations and volcanic cooling only penetrate to depths of approximately 20 m
in the ocean, providing small heat capacities, response times and climate
sensitivities. Note that time constants of less than 1 year mean that, in general,
the responses could depend on season and so, for example, the effects of episodic
volcanic eruptions could depend on time of year.
Proc. R. Soc. A
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For a forcing that increases linearly with time such that DFZbt, the apparent
sensitivity is (Gregory et al. 2002; Schwartz 2007)

l0K1
S ZDT=DF Z lK1

S ½1Kðt=tÞð1KeKt=tÞ�; ð4:1Þ

which tends to the equilibrium sensitivity lK1
S when t[t. In general, the

apparent sensitivity l0K1
S ZDT=DF%lK1

S and hence the value of l0K1
S Z0:52

given in table 1 represents only a lower limit to lK1
S . For a linear forcing

variation, the time constant tL cannot be determined using the method applied
here to the quasi-periodic ENSO, solar and volcanic variations. Here, we consider
a range of the response time constant for the linear anthropogenic term tL,
varying over the range of 0–50 years. For the study presented in table 3, the
apparent climate sensitivity DT/DFZ0.52 and tZ30 years. From equations (1.1)
and (4.1), the variations in the equilibrium climate sensitivity, lK1

S , and the
pertinent heat capacity, C, with the assumed tL can be determined. The results
are shown in figure 6. If, for example, tLZ5 years (as found for all forcings by
Schwartz 2007), t/tZ6, lK1

S Z0:62 and CZ8.06 W yr mK2 KK1 (corresponding
to an ocean depth of 63 m). The results presented here do not allow us to
quantify tL and hence lK1

S , the feedback factor f and the committed temperature
rise cannot be determined either. However, given that the response times for the
decadal-scale forcing variations (volcanic aerosols and solar) are short, the
equilibrium climate sensitivities and pertinent heat capacities are also small (as
they penetrate less deeply into the oceans). For the long-term trend, the
minimum possible climate sensitivity is at least twice that for these decadal-scale
forcing variations. Hence, conclusions drawn using higher frequency variations
(decadal timescales and less) will not be valid for longer period trends.

A number of recent publications (e.g. Joshi et al. 2003) have noted that the
same radiative forcing due to different mechanisms have different effects on
global temperatures. As a result, efficacy, E, has been introduced as a measure of
Proc. R. Soc. A
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how effective a radiative forcing, from a given anthropogenic or natural
mechanism, is in changing the equilibrium global surface air temperature
compared with an equivalent radiative forcing from carbon dioxide (so by
definition, the efficacy of CO2 forcing is unity). The effective radiative forcing Fe

is F!E, where F is the radiative forcing. Feichter et al. (2004) estimate that
well-mixed greenhouse gases give an E value of near unity, and direct and
indirect aerosol effects give 0.72; they find that the combination of all greenhouse
gases and aerosols provide an E value of 0.94. In contrast, Gregory et al. (2004)
estimate E for solar variations to be in the range of 0.52–0.80. Because the
efficacy is defined from the equilibrium response, these numbers are not directly
comparable with the apparent sensitivities in table 3; nevertheless, it is
interesting to note that table 3 gives the apparent sensitivities for solar and
volcanic variations, which are roughly one-half of that for the linear term. As
discussed above, the short time constants inferred for the observed solar and
volcanic forcing variations indicate that the apparent sensitivities are
approximately equal to the equilibrium climate sensitivities ðl0K1

S zlK1
S Þ for

these two forcings, but for the linear term (the combination of anthropogenic
greenhouse gases and aerosols), we expect l0K1

S %lK1
S . Hence, the lower l0K1

S for
solar and volcanic effects, compared with the linear term, as indicated in table 3,
is qualitatively consistent with previously published efficacy estimates, but
quantitatively the difference is greater than that expected.

The author is grateful to the great many scientists who have contributed data to the indices and
datasets used in this study and made them available online. The work of mL at the Rutherford

Appleton Laboratory is funded by the UK Science and Technology Facilities Council.
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