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Abstract-—The effects on the horizontal ionospheric velocity vectors deduced from radar beam-swinging
experiments, which occur when changes in the flow take place on short time scales compared with the
experiment cycle time, are analysed in detail. The further complications which arise in the interpretation
of beam-swinging data, due to longitudinal gradients in the fiow and to field-aligned flows, are also
considered. It is concluded that these effects are unlikely to seriously compromise statistical determinations
of the response time of the flow, e.g. to changes in the north-south component of the IMF, such as have
been recently reported by ETEMADI ef al. (1988, Planet. Space Sci. 36, 471), using EISCAT ‘Polar’ data.

1. INTRODUCTION

The large scale flow which occurs in the high latitude
ionosphere, and its dependence on geophysical con-
ditions such as the direction of the interplanetary mag-
netic field (IMF) and geomagnetic activity, has been
studied intensively in recent years using both space-
based and ground-based techniques. Observations
from spacecraft are capable of providing rapid snap-
shots of the flow under particular conditions
(HeppNER, 1977; HEgLss, 1984 ; BURCH et al., 1985;
HeppNER and MAYNARD, 1987), while ground-based
radars provide essentially continuous monitoring of
a restricted region, so that response time scales to
externally induced changes may be investigated
(CLAUER et al., 1984 ; RISHBETH et al., 1985; WILLIS
et al., 1986). Until recently most radar observations
of the flow have been made by monostatic (single
transmitter-receiver) systems, which use beam-swing-
ing experiments to determine the vector velocity by
combining the line-of-sight components measured in
two or more pointing directions (DOUPNIK et al.,
1972 ; EvaNS et al., 1980; FoSTER er al., 1981, 1982;
FOSTER, 1983 ; OLIVER et al., 1983 ; FOSTER AND DoUP-
NIK, 1984; WICKWAR ef al., 1984 ; JORGENSEN et al.,
1984). More recently, the tristatic EISCAT system has
been used to determine the vector flows directly in a
given volume of the ionosphere by the use of three
spaced receivers {(ALCAYDE ef al., 1986 ; FONTAINE ef

al., 1986). However, this technique is effective only
within a certain distance from the ‘centre’ of the
receiver triangle. At large ranges, the look directions
to the scattering volume of all the receivers become
sufficiently similar that tristatic vector flow deter-
minations become unreliable. In this case, monostatic
beam-swinging must again be used, as in the EISCAT
‘Polar’ experiment, which was devised to study flows
in the vicinity of the dayside cusp, far to the north of
the EISCAT transmitter site at Tromse (VAN EYKEN
et al., 1984 ; WiLLIS ef al., 1986).

In order to deduce flow vectors from beam-swing-
ing data, several assumptions must be made about
the properties of the ionospheric flow. In the ‘Polar’
experiment, for example, the radar beam is pointed
at a low elevation angle (21.5°) to the north of the
transmitter site, and swung successively between two
azimuths directed 12° on either side of the local L-
shell meridian. The centres of the F-region range gates
along the beam are then located at very nearly the
same invariant latitude in the two dwell positions, but
are displaced in longitude typically by ~ 250 km, for
the nearer gates. To form a velocity vector, the line-
of-sight velocity components measured in the same
gate at the two azimuths are combined by first
assuming that the northward and westward flow com-
ponents in the two scattering volumes are equal. This
will usually be a reasonable assumption in the auroral
zone, where flow gradients are principally latitudinally
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directed. However, if small differences do  cexist
between these components, the computed vector will
not simply be the mean of the values at the two
focations but will also contain a spurious westward
component related to the difference between the
northward flows, and a spurious northward com-
ponent related to the difference between the westward
flows, as will be discussed later. The second assump-
tion made in the "Polar’ velocity vector calculation 18
that the ficld-aligned component of the flow is zero.
In this experiment the radar beam {for the necarer
gates) makes an angle of ~73.5 to the field direction
so that there is, in fact, some sensitivity to this flow
component. The possible effects of non-zero parallel
flow then also need to be considered. Finally. using
these two assumptions, flow vectors are formed by
combining the line-of-sight componenis measured
during cach dwcell with the average of those measured
in the two adjacent dwells at the other azimuth. The
third assumption made in the analysis, therefore, is
that the flow varies sufficiently slowly compared with
the cycle time of the experiment that the linearly
interpolated value between two successive dwells at
the same azimuth represents a good approximation
to the actual flow occurring. In the “Polar” experiment
the full cycle time is S min. However, recent analyses
of 15 s resolution line-of-sight ‘Polar’ data have shown
that dayside auroral zone flows respond rapidly and

sharply to changes in the north-south component of

the IMF (LockwooD ez af.. 1986 Topp ¢t al.. 1988).
For example. TopD er al. (1988) have presented an
instance in which a sudden southward turn of the
IMF resulted in an acceleration of the ionospheric
plasma cssentially from rest to linc-of-sight speeds in
excess of 1 km s 'in 45 s [see their fig. 6(b)]. Such
changes arce interpreted as resulting from the exci-
tation of a new flow pattern near to noon due to
the onset of magnetopause reconnection, which then
expands rapidly outwards at speeds of several kms '
(LocKwooy ¢ af., 1986), thus setting up a new flow
pattern over the radar field-of-view on a time scale
which is short compared with the experiment cycle
time. Clearly. when such changes take place. the
velacity vectors deduced from the algorithm based on
the ubove assumptions will not be simply related te
the flows actually occurring in the ionospherc.

In a recent study. ETEMADI ef «f. (1988) have inves-
tigated the relationship between ionospheric flows and
the north -south component of the IMF by per-
forming a cross-corrclation analysis between 'Polar’
velocity vectors deduced using the assumptions
deseribed above. and simultancous magnetic field
measurements made in the solar wind by the AMPTE-
UKS and -IRM spacecraft. It was found that the

response time of the flow to southward-directed ficlds
appearing at the dayside magnctopause depends on
local time, with the shortest response of 3.9+ 2.2 min
occurring in the westward flows of the dusk cell in the
carly afternoon sector. (These values are the average
and standard deviation of all the response times deter-
mined at integer hourly intervals between 1200 and
1500 MLT inclusive. in all gates. weighted in pro-
portion to the inverse of the estimated error in the
value. The standard crror of the mean is approxi-
mately 0.5 min.y The response time of the northvward
flow component in this sector was found to be a few
minutes longer (6.7+2.2 min), as was also the cise
for both flow components at carlier and later loeal
times. We do not belicve that random errory in the
derived  welocity  vectors significantly  effect the
response imes determined by ETeMADI ef «f. (1988},
because similar results and similar estimated crrors,
were derived in all the "Polar” gates used in the study
[gates T 7; sce figs. 6 and 7 of ETEMADI e7 wl. (1988)].
whereas the signal-to-noise ratio of the measurements
varies substantially over this range.

Iy this paper we will therefore consider whether any
systematic sources of error might by present in the
response time determinations of ETEMADI ¢f af. (1988),
which could arise from the assumptions made in the
analysis of the beam-swinging data as described above.
In particular. we investigate in detail the posstble effccts
associated with the spurious flow vectors which are
derived from the beam-swinging algorithm when the
large-scale flow varies rupidly compared with the cycle
time of the experiment. such as oceurs quite often in
the "Polar” data. Specifically. we address the following
question. Suppase rapid variations of the large scale flow
occur, in which the northward and westward flow com-
ponents vary in concert with each other, i.c. with exactly
the same response time to the IMF. Is it then possible,
as 4 result of rapid changes of the flow. for the heam-
swinging algorithm to lead to spurious variations in
the derived response times about their true values for
cither flow component? We will show that in individual
cases the answer to this question is clearly “yes'. by
up to half an experiment cycle time, but that this effect
averages to sero when taken over many flow changes
occurnng at random phases of the experiment cycle.

We then (in Section <) brictly consider whether
cfiects of this nature can be produced by either of the
other two major assumptions which enter the beam-
swinging algorithm, i.c. the assumption of zero longi-
tudinal gradients and zero paradlel flows. We argue
that the artefacts in the velocity vectors produced by
these assumptions are unlikely to be sufficiently large
that they will effect the response time results. exeept
perhaps under very unusual conditions.
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Fig. 1. Sketch of the geometry of the idealized beam-swinging experiment used in the analysis in this paper
{left) and its beam-swinging pattern (right). The radar beam is swung successively through an angle of 2¢
between two pointing positions designated ‘direction 1’ and ‘direction 2°, which are equally spaced on
either side of the direction towards magnetic north (N). The beams are at low elevation angle and are
taken for simplicity to lie in the plane of the flow. The left hand sketch thus corresponds to a view from
above the ionosphere, so that west (W) points to the left. In the right hand sketch the hatched areas
represent radar dwells (duration 7)) along either of the two pointing directions, while the blank areas
represent the intervals (duration T's) during which the antenna swings between the two pointing directions.
If dwells A, C and E are in direction 1, then B and D are in direction 2, and vice versa. The sudden change
of ionospheric flow is assumed in the analysis to take place at time # after the start of dwell C, as indicated.
This experiment configuration corresponds closely to that of the EISCAT ‘Polar’ experiment, for which
¢ §2°, Tp=2minand Ty =30s.
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2, EFFECT OF SUDDEN FLOW CHANGES
ON BEAM-SWINGING VELOCITY VECTORS

In this section we will consider the effect of an
abrupt change in flow on the velocity vectors deduced
from an idealized beam-swinging experiment, based
on the EISCAT ‘Polar’ experiment. For this purpose
it is sufficient to assume that the radar beam lies in
the plane of the flow, and is swung successively
between two pointing directions labelled ‘1’ and *2',
each displaced by angle ¢ from the direction of the
magnetic pole, as shown on the left hand side of Fig.
1. {In the ‘Polar’ experiment ¢ ~ 12°.) Vectors aligned
parallel and perpendicular to the bisector of the beam
directions will therefore be labelled ‘N’ {north) and
‘W (west), respectively, with N directed away from
the radar transmitter and W directed from beam direc-
tion 2 towards beam direction 1 (see Fig. 1). If a
uniform steady flow with components vy and vy is
then present in the plane of the radar beams, the line-
of-sight components observed along the two beam
directions will be:

9, = vy cos ptoy sin g 14}
8, = vy cos p—vy sin . )

Flow away from the radar transmitter is taken to
be positive. Correspondingly, if the hne-of-sight

velocities are observed to be 3, and #,, the ionospheric
flow, assumed uniform and steady, is deduced to be:

_G+8)

N = T cos ¢ S
(8 —3,)

WS Tend @

We assume that the radar dwells for a time T, at
each pointing direction, and takes a time 7 to swing
between them, such that the full cycle time of the
experiment is 2(7,+7T5). In the EISCAT ‘Polar’
experiment T, = 2 min and T = 30 s, such that the
cycle time is 5§ min as previously stated. The experi-
ment time sequence is shown schematically on the
right hand side of Fig. 1, where the hatched intervals
represent antenna dwells and the blank intervals
antenna swings. If dwells A, C and E are in direction
1, then B and D will be in direction 2 and vice versa.
Now let us assume that the flow changes suddenly
from v to v+ V at time ¢ after the start of dwell C, as
shown in the figure. Then, assuming that dwell A is
in direction 1, the line-of-sight velocities averaged over
each dwell will be:

3, = (vycos Pty sing) 5
S5 = {1y COS b — vy sin @) &)
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(rycosg+u,-sin @)+ (1117,
x{¥Fycos g+, sing) (7)
Ay, =0y cos p—vy sin ¢)
+(Fycosp—1, sing) (8)
o=y cos gty sing)
+(Vycosp+ 1y, singd). (9)

If instead dwell A is in direction 2, the sign of the
second velocity term in each of the brackets in the
above equations is reversed. It should be noted that
in equation {7} we have assumed the measured line-
of-sight velocity component to be the true mean value
during the dwell, which will be the case if the iono-
spheric electron density remains constant.

As described in the previous section, a flow vector
is then reconstructed each experiment half-cycle by
combining the line-of-sight component observed in
each dwell with the average of those observed in the
two adjacent dwells at the other azimuth. using (3)
and (4). The time of the vector determination is then
assigned to the middle of the central dwell. The
deduced velocity values (which will be denoted by
starred quantities) corresponding to the middie of

Jwells A-E will then be:

r¥AY= vy R (AY =1y, {10a.b)
¥(B) = vy + {1 — TNV oV tan )
= U+ VEB) (11a)
PEB) = vy + 41—t/ Tp) Vet Vs cot §)
=y B (B) (11b)
POy = o+ 32— 0TV
21/ Ty Wy tan @}
=+ VHO) {12a)
FEAC) = 0y 332~ TV
+(1/2—~t/Tp)Vy cot ¢)
=ty + FH0) (12b)
PUD) = g+ M2 /RT
FlyQTpVy tan ¢
=y 4 D) (13a)
D)=y + U2~ 12T,
Flor QT 0b, cot ¢}
=y + VE(D) {13b)
PRE) = oo by eXE) =1, + V. (14alb)

where upper signs are to be taken if dwell A (and
hence C and E) is in pointing direction 1, and lower
signs if it is in direction 2. 1t should be noted that
correct velocities are deduced at and before dwell A,
and at and after dwell E. However, incorrect velocities
are deduced during the three dwells centred on C, the
dwell in which the change is assumed to take place,
arising from an inevitable mixing of data dcqulred
before and after the change. A minor exception to this
statement occurs if the flow change takes place during
the antenna swing following dwell C. In this case only
the two velocity vectors on either side of the change
(i.c. C and D) are compromised, with the vectors
deduced being given by putting ¢ = T, in equations
(10) (14).

The velocities derived trom the effected dwells con-
sist of the sum of the ‘old’ velocity vector v, and a
perturbation vector V* (not necessarily small) whose
components V¥ and 1’} in turn consist of two terms.
The sign of the first term is independent of the pointing
direction of the dwell. and its magnitude is pro-
portional to the "appropriate’ velocity component of
V (i proportional to 17, in the expressions for 1'%
and to 7, in the cxpressions for F%). This term
describes a “smoothing” of the sharp change in flow
into the dwells adjacent to the change. For exampie,
if the change takes place at the exact centre of dwell
C. so that /T, = 0.5, then {neglecting the second
‘mixing” terms for the moment). one eighth of the
vector V appears in dwell B, one half in dwell C und
seven cighths in dwell D. The second term in the
expressions for V* whose sign is dependent on the
pointing direction of the dwell. then describes a ‘mix-
ing’ of the fow components. such that a change in
the N component of the flow produces a spurious
perturbation in V¥ in the vicinity of the change (i.c.
in the values deduced in dwells B, C and D). while
# change in the W component produces a spurious
perturbation in 1%, It should be noted that the mag-
nitude of these effects depends not only on the mag-
nitude of the flow components 17, and ¥, but also

on the angular tppqrm;nn of the two radar heams.

In practical experiments this angle will gencrally be
chosen 1o be quite small in order to minimize the
spatial separation of the scattering volumes whose
line-of-sight velocities are to be combined. In this case
these terms will have a much larger effect on V3 than
on ¥, since the terms m % are proportional to
tan ¢, which is then small. while the terms in I'% are
proportional to cot ¢, which is large. In the EISCAT
“Polar’ cxperiment where ¢ >~ 116 (the angle
between the beams projected onto the focal field-per-
%vum noh o= N ")! while

nl ine}  we fan G =g, VWiila

nondiculay laney  we

pendiviaal

cot ¢ = 4,85, a ratio of 23.6.
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The algebraic results given above are illustrated
graphically in Fig. 2. Since the initial flow velocity
vector v simply represents a constant baseline to which
the perturbation vector V* is added, we have here
taken v = 0 and consider the sudden onset of flow
from initially static conditions. In the three panels of
Fig. 2 we have assumed that the ionospheric flow after
the onset has the same speed in each case (i.e. we have
normalized to the magnitude of V), but has different
directions. The parameters of the radar experiment
have been chosen to be T, = 475 and ¢ = 12°, cor-
responding {very nearly} to ‘Polar’ values.

Figure 2a shows results for the sudden onset of a
pure westward directed flow (Vy =0, V= ¥). On
the left hand side of the figure we show the values of
V¥ (circles joined by solid lines) and V% (crosses
joined by dashed lines) vs. time for ten different phases
of the flow onset relative to the beam-swinging cycle.
The onset occurs at the centre of each graph where
the vertical axis is drawn, while underneath each plot
the numbered horizontal lines show the positions of
the radar dwells in each pointing direction. The
deduced velocity components are plotied at the centre
of each dwell. On the right hand side of the figure we
present the same information as flow vectors vs, time,
where the vertical dashed line indicates the time at
which the flow change takes place. The dashed arrows
represent the true direction and magnitude of the
ionospheric flow (if any) at each point, for purposes
of comparison. {The vector drawn at the exact time
of onset is the ‘value in the mean’ V/2, which is always
equal to the value deduced from the beam-swinging
algorithm at that point, because the smoothing terms
then give just one half of the final value in each com-
ponent, while the mixing terms go to zero). The results
for ¥} show the effect of the ‘smoothing’ terms alone
in equations (11)-(13), since the *mixing’ terms involv-
ing ¥V, are in this case zero. It can be seen that the
sharp flow onset is spread over an interval of essen-
tially one experiment cycle time. Conversely, the
values of ¥} arise solely from the ‘mixing’ terms in
this case, and are seen to be very small, as discussed
above, In fact the largest absolute value of V¥ occur-
ing in this case is V(tan ¢)/4 (which for ¢ = 12°is just
0.053 V), which occurs when the onset takes place
during a beam swing. Consequently, while the flow
vectors deduced in the vicinity of the flow change do
not have the correct magnitude, they nevertheless do
not deviate markedly from the westward direction.

Much larger effects are observed in Fig. 2b, which
shows results for the onset of pure northward flow
(Vx=V, Vi =10). The format of the figure is the
same as Fig. 2a, except that for reasons of clarity we
have omitted the horizontal bars which indicate the
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radar dwell periods in the left hand diagram. These
are identical to those shown in the corresponding
diagrams in Fig. 2a. The results for ¥} (dashed lines)
show a simple ‘smoothing’ of the flow onset, which is
in fact identical to that occuring in the ¥% component
in Fig. 2a. This arises because the effects of
‘smoothing’ are identical in the two flow components,
while the ‘mixing’ terms are zero in V3 in Fig. 2a and
also in V% in Fig. 2b [see equations (11)}-(13)]. The
results for ¥% in Fig. 2b, however, show that large
spurious east-west flow components are now pro-
duced (solely by the ‘mixing’ terms) with magnitudes
comparable to V%, thus leading to large angular
deflections of the deduced flow vectors. The form of
the deflections is highly sensitive to the phase of the
beam-swinging cycle at which the flow change takes
place. The largest absolute value of ¥} is V(cot ¢)/4
(which for the parameters of Fig. 2 is 1.18 V), which
again occurs when the flow change takes place during
a beam swing.

Figure 2c finally shows an intermediate case, for a
flow directed 60° west of north, such that the nor-
malized flow components after onset are V/V = 0.5
and V,/V = 0.87. The major effect seen in V'3 is again
the ‘smoothing’ of the change {the ‘mixing’ terms pro-
ducing only a small effect in this component, as in
Figure 2a), while V% shows the combined effect of
both ‘smoothing’ and ‘mixing’, which can lead to a
variety of responses depending on the phase of the
experiment cycle at the time of the flow change. In the
general case the vectors deduced are just the vector
sum of those shown for the onset of pure westward
and pure northward flow in Figs. 2a and 2b, appro-
priately adjusted to the sign and magnitude of ¥V, and
V.

3. EFFECT ON CROSS-CORRELATION STUDIES

In the previous section we established the form of
the effects produced by sudden changes in ionospheric
flow on vector data derived from beam-swinging radar
experiments, such as EISCAT ‘Polar’. In this section
we will now consider whether the spurious vectors
produced in the vicinity of these changes can lead
to any systematic errors in statistical studies of the
ionospheric flow response time to changes, e.g. in the
IMF. In particular, in view of the results obtained by
ETemMaDr ef al. (1988), it is germane to consider
whether artificial timing differences could be intro-
duced between the flow components parallel and per-
pendicular to the bisector of the radar beams (i.e. Vy
and Vy, respectively). From the results already
presented in Fig. 2 it is clear that for beam geometries
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Fig. 2a. The left hand side of the figure shows graphs of 1'%, 17 circles joined by solid lines) and F¥ E
{crosses joined by dashed lines) vs. time, for an abrupt onset of westward flow {perpendicular to the bisector
of the radar dwell directions} of magnitude ¥ occurring at various phases of the beam-swinging experiment
cyele, The flow onset occurs at the centre of each graph {marked by the vertical axis), while the radar
dwells and pointing directions are indicated by the horizontal lines under each graph. The tickmarks aleng
the horizontal axes are at intervals of one experiment half-cycle (duration Tp+ T with T, = 47). On the
right hand side of the diagram the same information is presented as flow vectors, with the flow onset being
marked by the vertical dashed line. The vectors are drawn from the middle of the dwell on which they are
centred, as for the V% and V¥ values on the left. The dashed arrows show the actual ionospheric flow (iff
any). for purposes of comparison,
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such as ‘Polar’, where the angular deflections are small
about their bisector, little effect is produced in the
component along the bisector (north), while spurious
shifts can be produced in the transverse component
(west), whose form depends on the phase of the radar
experiment cycle at the time of the flow change. The
first graph of Fig. 2c represents an example where
one might conclude that the onset of westward flow
occurs earlier than is actually the case, preceeding the
onset of northward flow. Conversely, in the fourth
and fifth graphs of this figure the westward flow is
apprarently delayed compared with the northward
component, and occurs later than the true onset.
These displacements are, however, limited to half the
radar experiment cycle time in either direction (2.5
min in the case of ‘Polar’).

The difference in the behaviour of the two flow
components discussed above arises from the different
significance of the ‘smoothing’ and ‘mixing’ terms in
the two cases. When the angle ¢ between the radar
pointing directions is small, the ‘mixing’ terms are
negligible in V¥, such that its onset time (taken, e.g.
from the point where V% first reaches half its final
value) is not changed significantly from the true value.
However, the ‘smoothing” and ‘mixing’ terms are
generally of equal significance in V¥ under
these conditions, and their mutual interaction can
then lead to apparent shifts of the flow onset time. In
any statistical study, however, large quantities of data
are considered which involve many abrupt changes in
flow. Since these changes will take place at random
times relative to the radar experiment cycle we may
then expect that the effects of ‘mixing’ will average
out, leaving the effects of ‘smoothing’ alone. Since
‘smoothing’ effects the two flow components in iden-
tical ways we therefore conclude that on average no
artificial separation of the response times of the two
flow components will result. Further, since the average
‘smoothing’ effect is symmetrical about the actual
onset time (in the sense that the deviation of the
deduced values from the actual values are identical
for equal times on either side of the onset time) we
may also conclude that the response times derived
from such data will also suffer no systematic effects. In
particular, the lag position of cross-correlation peaks
used to determine response times will undergo no
systematic shifts from these effects.

In order to illustrate the veracity of these con-
clusions let us consider [with ETEMADI et al. (1988)]
the results of an analysis in which beam-swinging
ionospheric velocity data are cross-correlated with
IMF B, values measured simultaneously in the solar
wind. In the idealized calculation performed here we
assume a B, profile which is a square wave with period

| | 1 |
-05 04 -03 -02 -0l o al

/T

|
02 03 04 05

Fig. 3. Cross-correlation coefficient R vs. time lag 7 between
IMF Bgand V¥, and V}, for idealized spacecraft-radar data.
It is assumed that in each experiment Bg periodically
switches between values of zero and b, remaining at each
value for equal intervals of time 7, and that (for simplicity)
the ionospheric flow responds with zero time delay. The flow
is taken to be zero when By = 0, and to have a magnitude V'
directed at angle 60° west of north when Bg = b. The dashed
lines show the R that would result from a perfect measure-
ment of flow, while the solid lines show R for the beam-
swinging data taken over many B cycles, with all phases of
the experiment cycle relative to the onset time being con-
sidered equally likely. The parameters corresponding to this
plotare T = 8T, T, =4Tgand ¢ = 12°.

2T, such that B, cycles between values of +b and —b
and changes sign after every interval 7. The south-
ward component of the IMF, B (defined such that
Bg = mod (B;) when B; is negative, and B; = 0 when
B, is positive), then cycles between values of zero
and +b at intervals of time 7. We assume that the
ionospheric flow is zero when By is zero, but jumps to
speed V at some angle relative to north when Bg = b,
with (for simplicity) no time delay. If we cross-
correlate By with the flow components V), and Vv,
actually occurring in the ionosphere, the correlation
coefficient R as a function of time lag 7 between the
data sets is then the triangular function :

R=(1-2mod (v)/T),

which is shown as a function of ¢/T in Fig. 3 (dashed
line). Note that R peaks at the value 1 at zero time
delay, as may have been expected. The introduction
of a constant ionospheric response delay into the cal-
culation would simply result in a translation of the
curve along the horizontal axis through an interval
equal to the delay.

Lengthy but straightforward algebra which is not
reproduced here then yields expressions for the cross-
correlation coefficients appropriate to the flow com-
ponents ¥V} and ¥V} which would be deduced from
the beam-swinging radar data. In the analysis it was
assumed that all phases of the radar cycle are equally
represented at the flow changes, when taken over
many Bscycles (or at least over many separate experi-
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ments with random mitial conditions), and account
was taken not only of the average “smoothing’ of the
flow changes, but also of the enhanced scatter in the
flow data resulting from the ‘mixing’ terms. The latter
effect is responsible for lowering the value of R cor-
responding to F} compared with that for I’} (both
peaking at values less than unity). as shown by the
solid curves in Fig. 3. These were computed using the
parameters ¢ = 127 and T = 47T, as before. together
with a flow direction after onset of 60" west of north
(Fig. 2c). and T = 8T, (this latter implying that the
changes in 8, occur every 16 min if 7, = 2 min). It can
be seen that the peak in R is lowered and broadened
by the effects considered here. However, the most
significant result is that the cross-correlation peaks
for both 1'% and V¥ remain at zero lag. This result
illustrates the general conclusion reached above that
the spurious flow vectors produced in beam-swinging
velocity data by sudden changes in a uniform iono-
spheric flow produce no systematic effect in the
derived response times in either the flow components
parallel or transverse to the bisector of the radar
pointing dircctions.

4. SUMMARY AND DISCUSSION OF RELATED EFFECTS

In the last two sections we have analysed the effects
produced in the flow vectors deduced from an
idealized beam-swinging radar experiment by sudden
changes in a uniform ionospheric flow (in which
northward and westward flow components vary toge-
ther), which take place on time scales short compared
with the experiment cycle time. We note that our
assumption of abrupt changes represents a ‘worst
case’ with regard to these effects, which will diminish
and disappear as the time scale for flow change
increases to become comparable with and longer than
the experiment cycle time. It has been shown that the
effects introduced by beam-swinging can be divided
into two parts, termed ‘smoothing’ and ‘mixing’.
‘Smoothing” acts identically on the flow components
parallel and perpendicular to the bisector of the radar
beams. spreading the sharp flow changes over inter-
vals of approximately half a cycle of the radar experi-
ment on either side of the actual change. The spread-
ing is symmetrical about the latter time, such that, e.g.
at the actual time of the flow onset the deduced vector
is just one half of the final value. “Mixing’ describes
the effect whereby a change in one flow component
introduces a spurious temporary perturbation in the
other. The form of the effect produced depends on the
phasc of the radar experiment at which the flow
change takes place, and averages to zero when taken

over many changes occurring at random phases. then
leaving only the effect of ‘smoothing’.

The magnitude of the ‘mixing’ terms is not only
proportional to the magnitude of the flow components
concerned. but also depends on the angle between the
radar pointing directions. When this angle is small
(compared with a right angle), as will generally be the
case in practical experiments such as ‘Polar’. the effect
of ‘mixing’ is negligible compared with ‘smoothing” in
the flow component parallel to the bisector of the
radar beams {north). Consequently, in view of the
symmetry of the ‘smoothing’ effect noted above, the
onset time of this component (taken from the point
where the flow speed reaches half its final value) is not
significantly changed. However. large ‘mixing” effects
then do occur in the tlow component perpendicular
to the bisector of the radar beams. In combination
with the effects of *‘smoothing” these can then lead in
individual cases, to apparent shifts of the onset time
in this component, by up {0 half an experiment cycle
time in either direction relative to the true onset time.
However. in statistical studies these effects will aver-
age lo scro over muany flow changes occurring at
random phases of the experiment cycle, such as in the
study of EteMapr ¢f ol (1988). where data from
several days were combined together in extended
MLT bins. The only effect of *mixing’ is then to lower
the correlation coeflicients associated with the per-
pendicular flow component relative to the parallet
component, due to the larger scatter introduced into
the data. These results therefore show that when sharp
changes take place in o uniform flow in which the
northward and westward flow components vary n
concert. no spurious systematic shifts will occur in the
responsc times derived for cither flow component due
o ‘mixing’. In addition, because of the symmetry of
the remaining ‘smoothing” effects. no systematic shifts
are introduced into the response times due to this
cffect cither.

1t will be recalled from the introduction, however,
that in their cross-correlation study of “Polar’ flows,
ETemaDt of af. (198%) did in fact find a systematically
longer response time to IMF B, changes for the north-
ward component of flow in the dusk auroral zone flow
cell. compared with the westward component. In the
noon -mid-afternoon sector. for example. where the
flow response in the "Polar’ field-of-view is largest, the
response time was found to be ~7 min for ¢y, and
~4 min for ¢y, . the differcnce thus being comparable
to a half cycle time of the "Polar” experiment (2.5 mint.
The above analysis shows that this difference cannot
be a simple consequence of rapid flow changes leading
to spurious vectors. We therefore need now to con-
sider what effects can be produced by the other two
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major assumptions in the beam-swinging algorithm,
i.e. the assumption of zero longitudinal gradient in
the flow, and the assumption that the flow along the
field is zero. Again, we first focus on the question of
whether the effects which result from these assump-
tions can produce systematic shifts in flow response
times in the case where the field-perpendicular flow
components, in fact, vary in concert with each other.

Let us therefore consider the effect of a longitudinal
gradient in a steady flow, such that the flow com-
ponents in direction 1 (vy,,vy,) differ from those in
direction 2 (vy,Un,). When the corresponding line-
of-sight components given by (1) and (2) are then
substituted into (3) and (4), the flow vector derived
from the beam-swinging algorithm is given by :

’

Uy = HOn1 +082) + 30w —vwn) tan @ (15a)

U = 3(0w1 +0w2) + 3oy —vy2) cot @ (15b)

In effect, (v)y, v} ) is the uniform horizontal flow that
would give rise to the same line-of-sight flow com-
ponents along the two beam directions as does the
actual non-uniform flow. The derived flow com-
ponents consist of two terms analogous to the
‘smoothing’ and ‘mixing’ terms in the above temporal
analysis, the first being the mean of the corresponding
flow components in the two pointing directions, while
the second gives spurious flow components in one
direction due to longitudinal gradients in the other. If
the flow then changes rapidly from one non-uniform
pattern to another, with northward and westward
components changing at the same time, such that the
deduced uniform flow changes from v’ to v'+V’, then
the flow vectors determined during the change are
simply given by (10)-(14) with the flow components
on the rhs of these expressions simply being replaced
by their primed equivalents. A discussion similar to
that in Section 3 then follows, from which it is con-
cluded that rapid changes in a non-uniform flow will
also not produce spurious differences in the response
times of the derived northward and westward com-
ponents. Since, by hypothesis, both northward and
westward flow components vary together, it follows
that no systematic response time shifts can be intro-
duced into either flow component by the spatial ‘mix-
ing’ effect, irrespective of the fact that this effect results
in the deduced flow components themselves being in
error.

We now turn to consider the effect of field-aligned
flows. Although the above analyses assumed for sim-
plicity that the radar pointing directions lay in the
plane of the flow, and hence were orthogonal to the
magnetic field, in practice this will not be the case for
incoherent scatter radar experiments, particularly in

order to avoid the possibility of strong coherent
echoes. In the ‘Polar’ experiment the beams in fact
lie at an angle of ~73.5° relative to the field in the
nearer gates, and hence there is some sensitivity to
parallel flows. If it is then assumed that the parallel
flow is zero, as in the analysis of ‘Polar’ data, then
spurious additional northward and westward flow
components will be derived, given by :

+
Avy = ——(D‘“ o8 (";) tan (16a)
Lo nzogd s (16b)

W= sing

where v, and v, are the parallel flows in the two
pointing directions (positive upwards), and ¢ is the
angle between the radar beam and the field normal
(16.5° for ‘Polar’), assumed equal in the two directions.
If the parallel flows occur in concert with the field
perpendicular flows (i.e. they have the same response
time to changes in the IMF) then again they will
have no effect on response times derived from cross-
correlation studies, for the same reason that longi-
tudinal gradients have no effect on the response times
under these circumstances. However, if the changes in
the parallel flows (which could be due, e.g. to frictional
heating) tend to lag behind changes in perpendicular
flows, as seems possible, then spurious variations in
the field-perpendicular flow would be derived which
could clearly influence the response times deduced.
The importance of these effects then depends on the
magnitudes of the spurious flow components Avy, and
Av), relative to the field-perpendicular components
in these directions. Results recently presented by
WINSER et al. (1986) indicate that the upward parallel
flow in the auroral zone F-region is usually limited
to values below ~70 m s~' and even when strong
outflows are observed at high altitudes (e.g. several
hundred m s~! at 500 km and above), the field-aligned
flow at altitudes corresponding to the lower ‘Polar’
gates ( ~200-300 km) remains at or below ~100ms™!
(WINSER et al., 1988). If we then take, e.g. vy, ~ 100 m
s~"and v, ~ 50 m s~', such that a large gradient in
parallel flow also occurs between the pointing direc-
tions, together with é = 16.5° and ¢ = 11.6°, we find
Avy ~22.7m s 'and Av}, ~ 36.8 ms~'. These ‘max-
imum’ values are more than an order of magnitude
less than those typical of field-perpendicular flows
in the dusk auroral zone, and consequently will not
produce significant effects in either the derived per-
pendicular flow vectors or response times derived
therefrom.

On the basis of the above results we therefore
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conclude that the effects on beam~swinging velocity
vectors of rapid flow variations, longitudinal flow
gradients and parallel flows will produce no significant
systematic shifts in the response times about their true
values for gither the northward or westward flow
components. in the case where these components in
fact vary with the same response time. We therefors
also conclude that the difference between the response
times of these flow components found by ETEMADI ¢7
«l. {1988) must be geophysical in origin, indicating,
c.g. that following a southward turn of the IMF, west-
ward flows tend to appear first in the post-noon dusk
flow cell. turming towards the north-west a few
minutes later. Precisely this type of response has. in
fact, been reported for one well-studied afternocon
switch-on™ flow event by WiLLis e ¢l (1986) and
Tobp ef af. (1988). If this effect can be represented
simply as scparate response times for the two flow
components (the northward component having a
tixed delay relative to the westward component), then
it is again cvident that the spurious vectors arising
from rapid changes in the flow components will not
produce any systematic shifts in the response times
about their true values, determined separately for the
northward and westward components. This follows
from the fact that the mixing terms always average (o
zero when taken over randorm flow onset times relative
to the experiment cycle, irrespective of when they
occur, while the ‘smoothing’ effect, of course, remains
symmetric about the actual flow onset time. separately
for each component. Paralle! flows are again likely to
produce little effect, for the same reasons as given
above. However, it is clearly possible for the effects
associated with longitudinal gradients to affect the
derived response times in this case, since a spurious
change in each flow component will then pccur when
the other component changes due to spatial ‘mixing’.
This effect will be present independent of whether the
flow changes take place rapidly or slowly. refative to
the beam-swinging cycle time. The magnitude of the
effect may be estimated on the basis of typical after-
noon dusk cell flows of vy, ~ 200 m s " and 1y = 600
m s ! fsee. e.g. fig. 4c of ETeMADE er ol (1988)]
and assuming that the (systematic) difference between
the dusk cell flow components in the two ‘Polar” point-
ing directions in a given guate might typically be
~ W%, The latter estimate follows from noting that
at "Polar’ latitudes the large-scale dusk cell flows vary
on spabial scales of a fow thousand km, compared
with a longitudinal distance of ~ 250 km between the
lower gates in the two ‘Polar’ pointing directions. The
second terms in equations (15) then give a spurious
northward flow component of 6 ms ', and a spurious
westward flow component of 47 m s ', The effect on

ty 15 therefore certainly much greater than on ¢, but
is still less than 10% of the typical mean flow in the
westward direction, 1 is unlikely that an effect of this
magnitude will substantially influence response times
determined from cross-correlation analysis.

5 CONCLUSIONS

In this paper we have made a detailed examination
of the effect of rapid changes in a uniform flow on the
velocity vectors deduced from a radar beam-swinging
algorithm, such as that used to analyse the results
from the EISCAT “Polar” experiment, If the pointing
directions of the radar beams are displaced by only a
small angle about their bisector (north), as will often
be the case (+12 for “Polar’). then large spurious
temporary variations cun be produced in the flow
component transverse to the bisector (west), which
can shift the apparent time of the change in this com-
ponent by up to half an experiment cycle time in either
direction {(+2.5 min for ‘Polar’). The onset time of
the northward flow component (udged. e.g. from the
time when this component reaches half its final value
as a resull of the ‘smoothing” effect) is little changed.
However, when taken over many flow changes
occurring al random times relative to the beam-
swinging cycle, the effects in the transverse component
average to zero. Consequently, if the northward and
westward flow components do indeed vary in concert
with each other, ¢.z. in response o variations in the
IMF, then no systematic spurious shifts in the response
times will occur in either flow component due to these
effects.

Still assuming that the field-perpendicular flow
components vary in concert with edach other, we then
considered whether systematic response time shifts
could be produced by either of the other two main
assumptions which are used in the beam-swinging
algorithm, ic. the neglect of longitudinal gradients
and of parallel flows. Our results show that rapid
variations in a flow with longitudinal gradients again
produces no such systematic shift in the response time
in this case. The neglect of parallel flows, on the other
hand, while in principle able to influence response
times if the paraliel flows occur with a temporal shift
refutive to the field-perpendicular flows, will usuafly
praduce only ¢ small offect on the laiter in an experi-
meni such as “Polar’ where the beam directions arc
near to orthogonal to the magnetic field.

We therefore conclude that the separation of the
northward and westward dusk cell flow response times
o changes in IMF B,. which was found by ETEMAD1
et al. (1988) from analvsis of ‘Polur” beam-swinging
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data, is not an artefact of the beam-swinging
algorithm, but arises from geophysical origins.

We consequently considered a flow in which the
northward and westward components were assumed
to vary with different response times, and again con-
sidered whether spurious effects could be produced
by the assumptions employed in the beam-swinging
algorithm. Qur results show that rapid changes in
such a flow, assumed uniform in longitude, do not
produce any systematic shifts in the response times
deduced from either flow component. Averaged over
many changes occurring at random times relative to
the experiment cycle time, the correct response times
will be deduced for each component separately. The
effect of parallel flows remain small for the same
reasons as above. However, any systematic longi-
tudinal gradient in the perpendicular flow can now
affect the response times deduced, because a change in
one flow component will produce a spurious enduring
change in the other. This effect is, of course, quite
independent of the time scale of the flow changes
relative to the beam-swinging cycle time. In the case
where the radar beams are displaced by only a small
angle about magnetic north, the effect on the north-
ward flow component will generally be very small,

such that the response time of this flow component is
unlikely to be affected. The effect on the westward
flow component will generally be much larger, but
still small compared with true geophysical effects in
that component, provided that the longitudinal
difference in the northward flow components between
the two radar pointing directions is at the 10-20%
level or less, as should generally be the case.

Overall, therefore, the conclusions reached in this
study give us additional confidence that the response
time results derived by ETEMADI e al. (1988) represent
true reflections of geophysical conditions and are
unlikely to be significantly affected by artefacts associ-
ated with the beam-swinging algorithm. Not only is
the algorithm incapable of producing spurious sys-
tematic shifts of the flow response time between north-
ward and westward components if one in fact does
not exist, but it will also give the correct response
times for each component separately, should such a
shift arise from geophysical effects, at least under
usual circumstances.
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