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1 Introduction to the Sun and the Solar Activity Cycle

The Sun is the source of the energy that powers our climate and allows life
on Earth. It also provides particles (and the energy with which to accelerate
them) which bombard the Earth: these have a variety of “space-weather”
effects on both natural phenomena and man-made systems. At the same
time, the Sun generates the heliosphere, which isolates our solar system from
interstellar space and shields Earth from energetic particles generated, for
example, by supernova explosions.

There is one factor which plays a key role in the variations of all of these
solar outputs – the Sun’s magnetic field. The following sections look at the
origin, evolution and effects of the solar magnetic field, starting from Table
1, which lists some of the basic characteristics of the Sun.

The visible solar surface is called the photosphere and lies at an average
heliocentric distance r = RS = 6.96× 108 m (see Table 1). The regions below
the photosphere are not directly observable and our knowledge of them comes
from application of the helioseismology technique, from numerical models
and, now that we understand more about their mass and oscillations, from
neutrinos which can escape the interior without interacting [Bahcall, 2001].

The models must be constrained by one key output of the Sun, our best
estimate of the total power output which is dominated by the total electro-
magnetic power or luminosity , L (see Table 1). The electromagnetic power
falling on unit area at the mean Earth-Sun distance (r = R = 1 AU), is
the total solar irradiance, ITS , and has been measured from space with high
accuracy since 1978. If the Sun emitted isotropically, L would be equal to
4πR2ITS . We can average out longitudinal structure in the solar emission by
averaging over solar rotation intervals (close to 27 days as seen from Earth
or from a satellite in orbit around the L1 point where the gravitational pull
of the Earth and the Sun are equal, and for which r ≈ 0.99R). However,
we have never measured the latitudinal variation and the irradiance emitted
over the solar poles.

At the centre of the Sun lies the core (0 < r < 0.25RS) where the high
pressure and temperature cause the thermonuclear reactions which power the
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Table 1. The characteristics of the Sun (S.I. units)

Solar radius, RS
(radius of the visible disc,
the photosphere)

6.9599×108 m = 109.3 RE
(an Earth radius, 1RE = 6.37 × 106 m)

Solar mass, ms 1.989×1030 kg = 3.33×105 mE

(an Earth mass, mE = 5.97 × 1024 kg)

Surface area 6.087×1018 m2

(1.19 × 104× that of Earth)

Volume 1.412 × 1027 m3

(1.304 × 106× that of Earth)

Age 4.57 × 109 yr

Luminosity 3.846 × 1026 W

Power emitted in solar wind 3.55 × 1014 W

Surface temperature 5770 K

Surface density 2.07 × 10−5 kg m−3

(1.6 × 10−4× the density of air
at Earth’s surface)

Surface composition (by mass) 70% H, 28% He, 2% (C, N, O, . . . )

Central temperature 1.56 × 107 K

Central density 1.50 × 105 kg m−3

(8× the density of gold)

Central composition by mass 35% H, 63% He, 2% (C, N, O, . . . )

Mean density 1.40 × 103 kg m−3

(0.25× the mean density of Earth)

Mean distance from Earth, dES 1.50 × 1011 m = 1 AU = 215RS

Mean angle subtended by a
solar diameter at Earth =
2 tan−1(RS/dES)

0.532◦

Mean solid angle subtended by a
solar disc at Earth =
π(RS/dES)2

6.7635 × 10−5 sr

Surface gravity 274 m s−2

(27× the gravity at Earth’s surface)

Escape velocity at surface 6.18 × 105 m s−2

Equatorial rotation period
(w. r. t. fixed stars)

24.6 days (frequency, f = 470 nHz)

Equatorial rotation period
(w. r. t. Earth)

27 days

Polar rotation period
(w. r. t. fixed stars)

38.6 days (frequency, f = 300 nHz)

Solar wind mass loss rate 1.5 × 109 kg s−1

Inclination of equator
(w. r. t. ecliptic)

7◦
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Sun. The energy is then passed, mainly by the diffusion of gamma rays and
X-rays, through the radiative zone (0.25RS < r < 0.7RS). Were it not to
interact, a photon would cross the radiative zone in 2 s; however photons are
scattered, absorbed and re-radiated so many times that this journey takes 10
million years. Above the transition region at around r = 0.7RS, the energy
is brought to the surface by large scale circulation across the convection
zone, driven by buoyancy forces. The upflows and downflows are seen in the
surface by the pattern of small granules (of order 1 Mm across), with hotter,
rising material appearing brighter than cooling, falling material in dark lanes
[Hirzberger et al., 2001] that are about 400◦ cooler. These ubiquitous cellular
features cover the entire Sun except for those areas covered by sunspots. They
are the tops of small and shallow convection cells. Individual granules last for
only 18 minutes on average. The granulation pattern is continually evolving
as old granules are pushed aside by newly emerging ones. The circulation flow
speeds within the granules are typically 1 km s−1 but can reach supersonic
speeds exceeding 7 km s−1. The granulation of the quiet photosphere can
be seen outside the sunspots in Figs. 11 and 13. In fact, simulations and
observations show that granules are a shallow, surface effect [Steiner et al.,
1998]. The surface upflows and downflows are also organised into larger-
scale circulation cells: mesogranulation, with typical cell sizes between 3 and
10 Mm and a lifetime of around 1 hour; supergranulation, with average cell
size is 20–30Mm and the average lifetime is about one day, and giant cells
extending 40–50◦ in longitude and less than 10◦ in latitude, with a lifetime
of about 4 months [Ploner et al., 2000, G. et al., 1998]. Supergranules are
associated with the network pattern of emission intensities in the overlying
chromosphere.

The chromosphere is the lower part of the solar atmosphere and 2.5×106 m
thick (so it covers 1RS < r < 1.004RS). The temperature of the atmosphere
increases dramatically at the transition region and is very high (of order
2× 106 K) throughout the main part of the solar atmosphere, the corona. As
can be seen during eclipses, the corona has no clear outer edge; instead it
evolves into the heliosphere, the region of space dominated by the solar wind
outflow of ionised gas (plasma) and the weak magnetic field, also of solar
origin, that is carried with it. One convenient threshold that can be thought
of a separating the corona from the heliosphere is r = 2.5RS, beyond which
the magnetic flux pulled out of the Sun is approximately constant [Suess,
1998].

The journey to the Earth takes solar photons 500 s but the thermal
charged particles of the solar wind take anything between about 2.5 and
6 days. More energetic particles travel more rapidly, for example a 100 MeV
solar proton event (SPE) would take only 20 min to reach Earth. The so-
lar wind is slowed at a termination shock which theory predicts could be
anywhere between r < 10 AU and 120 AU, but is generally well beyond all
the planets. Towards the end of 2003 there was considerable debate in the
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literature that the termination shock may have been observed for the first
time as it moved in, and then out again, over the Voyager-1 spacecraft at
r = 85 AU and 87 AU, respectively [Krimigis et al., 2003, McDonald et al.,
2003]. The failure of the thermal plasma instrument on this 26-year old craft
makes the data ambiguous, but the detected energetic particles, predicted to
be accelerated at the shock, means that it was relatively nearby even if it
didn’t actually pass over the craft. Beyond this shock, the slowed solar wind
continues to flow out to the outer boundary of the Sun’s sphere of influence,
the heliopause, the location of which could, in principle, vary between about
r = 50 AU and 150 AU, depending on the pressure of the interstellar wind
which meets the solar wind at this boundary.

1.1 The Solar Interior

The high temperatures in the solar interior mean that it is almost fully
ionised. The primary ions are protons and in the core, the high pressure
of the overlying layers, along with the high temperature, overcomes Coulomb
electrostatic repulsion, and so can press two protons together

1H+ +1 H+ →2 D+ + β+ + νe (+1.44 MeV) (1)

where the superscripted number gives the atomic mass number of each reac-
tant. The products are a deuterium nucleus, a positron and an electron neu-
trino and 1.44 MeV of energy. This reaction proceeds only relatively slowly,
but is followed by two further reactions

2D+ +1 H+ →3 He2+ + γ (+5.5 MeV) (2)

where γ is a gamma-ray photon

3He2+ +3 He2+ →4 He2+ +1 H+ +1 H+ (+12.9 MeV) (3)

The net effect of this chain is to convert 4 protons into a helium ion, with a
mass loss of δm = (4mH −mHe) = 0.029 amu. Thus the energy released is

δE = δm c2 = 27 MeV = 4.3259× 10−12J (4)

where c is the velocity of light.
The above chain of nuclear reactions is called the proton–proton chain and

is the most important of several that are active. To supply the present-day
luminosity of the Sun (L = 3.846×1026 W, see Table 1) requires the reaction
chain to be completed N = (L/δE) = 9 × 1037 times per second, for which
protons in the core are used up at a rate of 3.6×1038 s−1. Thus proton mass
is used up at the rate of 6×1011 kg s−1 (considerably greater than the current
loss rate of protons in the solar wind outflow which is about 1.5×109 kg s−1).
The model of the solar interior used below yields a total mass of protons
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in the core (r < 0.2RS) of 4 × 1029 kg which, at the present consumption
rate, would be all used up in 2 × 1010 yr. In fact, models predict that the
depletion of hydrogen would take effect after about 5 × 107 yr, causing the
first major solar expansion (into a red giant star) that marks the end of the
Sun’s hydrogen-burning phase [Schröder et al., 2001].

The density distribution ρ(r) within the solar interior is principally de-
termined by the balance between the (inward-directed) gravity, and the
(outward-directed) gas pressure gradient. In hydrostatic equilibrium the pres-
sure gradient is (neglecting any magnetic pressure and for spherical symme-
try)

∇P = −δP
δr

= ρg (5)

where the pressure P = NkBT , N is the number density (= ρ/µ, where µ is
the mean mass), kB is Boltzmann’s constant (= 1.3806× 10−23JK−1) and
T is the temperature. The gravitational acceleration is

g(r) =
GM(r)

r2
(6)

where M(r) is the mass contained within the sphere of radius r

M(r) = 4π

∫ r

0

r2ρ(r)dr (7)

The many collisions ensure that the protons, helium ions, heavier ions and
electrons share the same temperature T . The high value of that temperature
ensures that almost all ions are fully ionised (H+, He2+, O8+, etc.) at all
layers except the cooler photosphere where the change of ionisation state
(with protons de-ionising exothermically) is a factor in the formation of the
granular convection near the surface. Neglecting ions heavier than Helium,
the total pressure is

P (r) ∼ (ne + nH + nHe + . . .)kBT (8)

where the number densities of hydrogen, helium and electrons are nH , nHe
and ne, respectively. Because the plasma is electrically neutral and through-
out the Sun (nHe/nH) ∼ 0.08

ne = nH + 2nHe + 8nO + . . . ∼ nH + 2nHe ∼ 1.16nH (9)

and the mean mass is

µ = {mH(1 + 4× 0.08) + 1.16me}/{1 + 0.08 + 1.16} ∼ 0.6mH (10)

Equation (8) becomes

P (r) ∼ (ρ(r)/µ)kBT (r) (11)
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the solution to which is

P (r) = Po exp

[
−
∫ r

0

dr/H(r)

]
(12)

where Po is the pressure at the centre of the Sun and the scale height is

H = kBT (r)/{µg(r)} (13)

The temperature profile T (r) must be calculated from conservation of energy,
allowing for the heat input profile by nuclear reactions and the heat transport
by radiative and convective processes. Once this is done (11), (12) and (13)
give us the associated pressure and density profiles.
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Fig. 1. The variation of various parameters in the solar interior from the model by
Christensen-Dalsgaard et al. [1996]. Parameters are shown as a function of helio-
centric distance r, as a ratio of the mean photospheric radius, RS , with the shading
giving the approximate limits of the three major regions of the interior: the core
(r < 0.25RS), the radiation zone (RZ, 0.25RS ≤ r < 0.75RS), and the convection
zone (CZ, 0.75RS ≤ r < RS). The variations shown are the mass inside r, M , as
a ratio of the solar mass MS (black solid line); the temperature T as a ratio of
TC , its value at r = 0 (dot-dash line); the pressure P as a ratio of PC , its value at
r = 0 (dashed line); and the mean mass µ in units of the hydrogen atom mass, mH

(thinner solid line)
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Fig. 2. Same as Fig. 1 for: the energy flux F , as a ratio of the surface luminosity L
(solid line); the rate of change of hydrogen mass, RH , as a ratio of RHC , its value
at r = 0 (dashed line); the hydrogen abundance by mass, XH (r) (dot-dashed line)

Figures 1–3 give radial profiles of some key parameters from the model of
the solar interior used by the GONG helioseismology project, and as derived
by Christensen-Dalsgaard et al. [1996]. Figure 2 shows that at r greater than
about 0.25RS , the heat flux F (r)/L is equal to its maximum value of unity
because there are no nuclear reactions outside the core to add to the energy
flux. This is also shown by the profile of RH , the rate of change of hydrogen
mass due to nuclear reactions. The fraction of the mass made up by hydrogen,
XH , falls in the core because the sedimentation of the heavier products of the
fusion reactions. This effect is also mirrored in the mean mass, µ, (given in
Fig. 1 in units of a hydrogen atom mass mH , see Eqn. 10) which depends on
both the ion composition and the charge state: µ is 0.5 mH for a fully ionized
gas of pure hydrogen. The zero-age Sun was made of 70% Hydrogen, 28%
Helium, with the remaining 2% accounting for all heavier chemical elements;
the corresponding µ for such a mixture is 0.605 mH which has hardly been
influenced by hydrogen burning and which still applies throughout most of
the Sun. Near the photosphere µ rises because the proton gas recombines to
give hydrogen atoms due to the steep fall in the temperature in the surface
layer (see in Fig. 3).

Figure 4 shows how a major change takes place at the boundary between
the radiative zone (RZ) and convective zone (CZ). The plot shows the rotation
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Core R.Z. C.Z.
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Fig. 3. Same as Fig. 1 for: the logarithm of T/TC , where T is the temperature and
TC is its value at r = 0 (dashed line); the logarithm of ρ/ρC , where ρ is the mass
density and ρC is its value at r = 0 (solid line)

rate (f = Ω/2π = 1/T , where Ω is the angular velocity and T is the rotation
period) as a function of r/RS for different heliographic latitudes, λ. These
data are from interpretations of helioseismic oscillations observed by SoHO
and the ground-based GONG network. Inside the RZ, the rotation rate is
approximately independent of λ and r (f ≈ 430 n Hz and thus the core and
radiative zone rotate with a period T = 26.9 days, which is T ′ = 28.9 days
when viewed from Earth). However, in the CZ the equator is seen to rotate
faster than the poles. On average, f is near 300 nHz at the poles and 470 nHz
at the equator (T of 38.6 and 24.6 days, respectively). The boundary between
this co-rotating inner region and the differentially rotating convection zone
is called the tachocline [Spiegel and Zahn, 1992]. Some flow shear is also seen
near the photosphere at the top of the CZ. The flow in the CZ is further
complicated by a meridional circulation which is from the equator to the
poles higher in the CZ, with return flow in the opposite direction lower in
CZ, near the tachocline [Giles et al., 1997]. This circulation is expected as a
consequence of the differential rotation which, via the coriolis force, it acts
to reduce [Gilman and Miller, 1986]. At r greater than about 0.8RS , the
poleward flow is of order 20 m s−1, which calls for equatorward return flow at
r/RS < 0.8 of about 3 m s−1. The circulation is shown schematically in Fig.
5. The flows are further complicated by torsional oscillations of super- and
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Fig. 4. Average rotation rates inferred from the helioseismic inversion of over 4
years of GONG data. Shear layers are shaded and occur at the base of the convection
zone as well as near the surface. Contours of angular velocity Ω are shown as a
function of r/RS for various heliographic latitudes. The slower/faster rotation rate
in, respectively, the polar/equatorial convection zone and photosphere can be seen.
The lower shear layer is called the tachocline, and marks the boundary of differential
rotation (and of the convection zone) below which the Sun approximately rotates
as a solid body. (Adapted from [Howe et al., 2000a])

under-rotation (see figure 15) which extend deep into the CZ [Howe et al.,
2000b]. In addition, surface features show that rotation is slightly different
in the two solar hemispheres [Antonucci et al., 1990].

In order to understand the RZ–CZ transition, it is useful to look at the
mean free path λmfp of a photon in the radiative zone, which is related to the
particle number density n, the mass density ρ = nµ and the photon–particle
interaction cross section σph by

λmfp = (nσph)−1 = (κρ)−1 (14)

where κ is the opacity. At r near 0.2RS , in the outer part of the core,
ρ is about 104 kg m−3 and, allowing for all scattering processes, κ can be
estimated to be of order 0.4 m2 kg−1, which yields λmfp of 2×10−4 m or
2.9×10−13RS . Thus to travel just 1% of RS , the photon must be scattered or
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Fig. 5. Cutaway schematic of the solar interior, showing the core, the RZ and the
CZ . Above the tachocline (and perhaps in an “overshoot” layer at the top of the
RZ), flows in the CZ show a meridional circulation

absorbed/re-radiated 3.5 × 1012 times. The energy transport by these pho-
tons obeys a diffusion equation and for spherical symmetry this yields a radial
energy transport by photons of

Fph = −Dph
δεph
δr

(15)

where εph is the total photon energy density and the diffusion coefficient is
given approximately by

Dph ≈ λmfp
( c

3

)
=

c

3κρ
(16)
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Because the spectrum of photons is that of a blackbody radiator, the
Stefan–Boltzmann law applies, which means that the energy flux from a sur-
face is

F = σSBT
4 (17)

where the Stefan–Boltzmann constant, σSB = 5.6696×10−8 W m−2 K−4, and
the photon energy density is

εph =
4F

c
=

4σSBT
4

c
(18)

From (15), (16) and (18)

Fph = −4σSB
3κρ

δT 4

δr
(19)

At r > 0.25RS, the heat flux is constant because there are no nuclear
reactions and in steady state this equals the total luminosity L radiated by
the Sun divided by the surface area (see Fig. 2). Thus from (19) this defines
the temperature profile associated with the radiative processes

[
δT
δr

]

r

= − 3κρ

(16σSBT 3)

L

4πR2
S

(20)

Equations (20) and (8) form a coupled pair (both contain T and ρ) which
can be solved to give the profiles like those shown in Figs. 1–3.

In the transition zone, the rate of energy transfer by these radiative pro-
cesses becomes too small, and bulk motion – i.e. convection – takes over the
upward heat transport. At the base of the convection zone the temperature is
about 2× 106 K. This is cool enough for the heavier ions (such as carbon, ni-
trogen, oxygen, calcium, and iron) to hold onto some of their electrons. This
makes the material more opaque (increased κ). Figure 6 gives the variations
of the key parameters in (20), using the same model used to derive Figs. 1–3
[Christensen-Dalsgaard et al., 1996]. It can be seen that as r increases, the
T−3 term increases rapidly, as does the opacity κ, such that, even though
the density ρ falls, the net effect is that the magnitude of the temperature
gradient [δT/δr]r (also called the “lapse rate”) increases (i.e. the gradient
becomes more negative), as shown in Fig. 7.

The convective instability occurs where the magnitude of the lapse rate
due to radiative processes becomes too large. To understand this instability
better, Bernouille’s relation, for steady flow without heat sources or sinks
and applied here for low-speed flow and neglecting magnetic pressure, shows

γP

(ργ − ρ)
+ Ug = kr (21)

where γ is the ratio of the specific heats, Ug is the gravitational potential and
kr is a constant in a radial direction. Differentiating (21) with respect to r,
yields the adiabatic temperature variation of a convecting gas parcel
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Core R.Z. C.Z.
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Fig. 6. Same as Fig. 1 for: the opacity, κ (normalised to κTZ , its value at the
RZ–CZ transition zone); (TC/T )3, where T is the temperature and TC is its value
at r = 0 (dashed line); ρ/ρC , where ρ is the density and ρC is its value at r = 0
(dot-dashed line)

[
dT

dr

]

a

=
(γ − 1)µ

(γkB)

dUg
dr

(22)

which is also called the “adiabatic lapse rate”. This is the rate at which the
temperature would fall if a volume of material were moved higher without
adding heat. If the lapse rate given by (20) (i.e. the temperature gradient as-
sociated with radiation, [dT/dr]r) is larger in magnitude than the magnitude
of the adiabatic lapse rate given by (22) (i.e. the temperature gradient asso-
ciated with convective motion) then if a parcel of plasma is moved upward
by a small amount the plasma within it cools at [dT/dr]a compared with the
cooling at lapse rate [dT/dr]r associated with radiation of the surrounding
plasma. Thus this parcel becomes warmer and less dense than the surround-
ing cooler (denser) plasma and moves further upward under buoyancy forces.
The transition zone is where [dT/dr]a ≈ [dT/dr]r.

This can be seen to be the case in Fig. 7 which plots [dT/dr]a and
[dT/dr]r, as given by (22) and (20) respectively, for the same model of
the interior presented in Figs. 1–3 and 6. The two can be seen to be
equal at the boundary between the RZ and the CZ. Below this transition
[dT/dr]a < [dT/dr]r (i.e. the adiabatic lapse rate is more negative than the
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|∂T/∂r|
r

|∂T/∂r|
a

La
ps

e 
R

at
e,

 ∂
T/

∂r
   

(K
 k

m
−1

)

r / R
S

0 0.2 0.4 0.6 0.8 1
−20

−18

−16

−14

−12

−10

−8

−6

−4

−2

0

Fig. 7. Same as Fig. 1 for: (dashed line) the lapse rate [dT/dr]r computed from
(20) and (solid line) the adiabatic lapse rate [dT/dr]a, computed from (22).

radiative lapse rate), which means that buoyancy forces act to suppress any
motions of a plasma parcel with respect to its surroundings and the plasma
is stable to the convective instability. (In Earth’s troposphere an analogous
situation leads to a stable atmospheric inversion). In the convective zone
[dT/dr]a > [dT/dr]r (i.e. the adiabatic lapse rate is less negative than the
radiative lapse rate) and the convective instability sets in. This means plasma
parcels which move up are forced further up, whereas those that move down
are forced further down and circulation cells with up and down flows are
established. (In the analogous situation in Earth’s troposphere, strong con-
vection and thunderstorms can result. Note that in the Sun ionisation state
plays the role that water vapour plays in the atmospheric case). The stability
condition is called the Schwarzschild condition [Schwarzschild, 1906].

Convective motions carry heat rapidly to the surface. The fluid expands
and cools as it rises. At the visible surface the temperature has dropped to
5770 K and the density is only 2× 10−4 kg m−3, as shown in Fig. 3.

1.2 The Solar Dynamo

The magnetic field of the Sun is generated by currents in the Sun’s interior,
in accordance with Ampère’s law. Section 2 will outline the derivation of the
magnetic induction equation and show how, for large-scale plasma, this leads
to the concept of “frozen-in flux” which means that plasma and field move
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together. A consequence of this is that fluid motions can amplify a small
pre-existing field. In the solar dynamo, the most important plasma motions
are differential rotation with angular velocity that is a function of both solar
latitude and radial distance, Ω(r, λ), and the meridional circulation, both of
which are found in the CZ, predominantly above the tachocline. Full dynamo
theory is too complex to consider here [see reviews by Weiss, 1994, Schmitt,
1993, Schüssler et al., 1997] and has been greatly constrained in recent years
by the revolution in our knowledge of the solar interior’s structure and dy-
namics brought about by the helioseismology technique [Nandy, 2003]. Figure
8 gives a schematic illustration of two key effects, based on the original con-
cepts introduced by Babcock [1961] and Parker [1955] who considered the
effects of a prescribed pattern of flow on the field; full dynamo models also
need to incorporate the feedback effect that the field has on the pattern of
flow.

Fig. 8. Schematic illustration of the solar magnetic dynamo effects. (a)–(c) The
“omega” effect: a weak “seed” pre-existing magnetic field line (with small arrow) is
wound up into a strong toroidal component by the differential rotation of convection
zone plasma (thick grey arrows) into which the field is frozen. (e)–(f) The “alpha”
effect: radial motions cause a twisting of the toroidal field under the coriolis force,
generating a poloidal field component.

If we have a small “seed” field in the north–south direction, the differential
rotation will generate large east–west fields by winding up the field, as shown
for the southward-pointing poloidal seed field in parts (a)–(c) of Fig. 8. As
discussed above, the polar convection zone rotates every 34 days, whereas
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the equatorial convection zone rotates every 25.5 days. Thus after 34 days
the polar regions have rotated by 360◦ but the equatorial region has rotated
by 480◦, 120◦ further than the poles, as shown in Fig. 8b. After 527 days the
field would be wound up as in Fig. 8c. It can be seen that this effect generates
strong east–west or “toroidal” field out of a weak seed field, this is called the
omega effect.

The toroidal field generated has opposite senses in the two hemispheres.
Thus where field rises up through the photosphere (emerges) in loops con-
necting bipolar magnetic regions, BMRs [Harvey and Zwaan, 1993, Harvey,
1992], the leading associated sunspots (and active region faculae ) will have
opposite field polarities in the two hemispheres, as is observed. These polar-
ities reverse with each new solar cycle, telling us that the toroidal field has
swapped polarity, and thus so has the initial seed field from which it grew.

A second effect (the alpha effect) arises from the convection cells and
eddies which cause radial movements of plasma and the frozen-in magnetic
field in the convection zone. As it rises, a plasma parcel and its frozen-in
toroidal field are twisted by the coriolis force, generating a north–south or
“poloidal” field from the toroidal field, as shown in parts (c)–(e) of Fig. 8.
The twist is such that the following spot(s) of a BMR are at higher latitudes
than the leading spots giving a “tilt” to the BMR in both hemispheres, as
is observed (Joy’s Law). Note that the poloidal field generated in Fig. 7f is
southward in both hemispheres for this southward seed field, but this would
reverse polarity with the seed field polarity.

The α-effect was first introduced by Parker [1955] and, because it regen-
erates poloidal field, is a fundamental part of the solar dynamo. A major
difference between the wide range of dynamo models proposed is where the
α-effect takes place. Buoyancy considerations for magnetic flux tubes mean
that they only take about one month to rise up through the entire CZ . This
means that most of the magnetic flux in most of the CZ is concentrated
in small-scale intermittent features, as we see in the photosphere, and this
is why strong (104–105 G), long-lived (∼10 years) toroidal field is thought
to be stored in the flow shear layer at the base of the CZ. This is called
the overshoot layer which is slightly sub-adiabatic but into which convection
penetrates. Models must predict a dynamo wave which propagates equator-
ward once every solar cycle to reproduce the butterfly diagram (see below)
and in the most recent models meridional circulation is a vital part of this.
This circulation is thought to draw down poloidal seed field at high latitudes
(of a polarity which reverses every 11 years) through the CZ and ensures
that the strongest toroidal fields are generated at low latitudes, where the
field becomes strong enough to erupt and rise through the CZ to give the
active regions (see Fig. 10). It has been postulated that there are two forms
of emergence through the solar surface, with a turbulent weak-field dynamo
in addition to the strong-field dynamo [Cattaneo and Hughes, 2001]. These
two are coupled, but the former gives irregular fields while the latter gives the
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Fig. 9. Image of coronal loops forming a bipolar magnetic region (BMR), imaged
using the 17.1 nm FeIX line (corresponding to about 106K) by the TRACE (Tran-
sition Region And Coronal Explorer) satellite [Aschwanden and Title, 2004]

strong ordered fields of active regions and is predicted only at latitudes below
about 35◦. After they have risen rapidly through the CZ , the loops predicted
by the α-effect emerge through the photosphere into the solar atmosphere, as
shown by Fig. 9. The magnetic fields in sunspots and BMRs that penetrate
the photosphere remain rooted in the overshoot layer at the base of the CZ,
as shown in Fig. 10b.

In order to explain the fact that the polarity of emerged field asso-
ciated with leading/trailing spots migrates equatorward/poleward, respec-
tively, Leighton [1969] introduced the concept of turbulent diffusion of field
under the effect of supergranules as they form and dissipate. In addition
to the differential rotation and diffusion effects introduced by Babcock and
Leighton, we now know we must also allow for meridional flow, as revealed
by helioseismology observations of the pattern of flow in the convection zone,
as discussed above.

For total solar irradiance variations a key element is the small magnetic
flux tubes outside of active regions. Some of this is remnant, dispersed flux
left over from active regions produced by the strong dynamo and predicted
by “mean field theory”. However, there is growing awareness of the role of
the weak, turbulent dynamo action of granular and supergranular flows which
causes ephemeral flux to appear preferentially in the centres of supergranules
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Fig. 10. Schematic of solar dynamo based on a the model simulations by Nandy
and Choudhuri [2002]. In this model, the meridional CZ circulation (shown in a)
penetrates below the tachocline (the grey band) to form an overshoot layer where
toroidal field is generated by the omega effect and can be stably stored; when this
field exceeds 105 G it is made to erupt and generates poloidal field by the alpha effect
which is only active at the top of the CZ. Part (c) shows the stored toroidal field as a
function of latitude and time: eastward field is given by solid contours, westward by
dashed contours. The areas shaded grey are where field exceeds 105 G. The model
predicts an equatorward-propagating dynamo wave, which yields major erupting
flux in a butterfly pattern at latitudes below about 40◦. The poloidal field emerging
in the active region bands migrates poleward, under the meridional circulation,
acting in concert with supergranular diffusion and differential rotation. At high
latitudes it sinks through the CZ with the meridional circulation and becomes the
new, reversed polarity, seed field. This grows under the omega effect and spreads
equatorward to replace the old-cycle polarity field in the overshoot layer. Part (b)
shows a latitudinal distribution of toroidal field at the time labelled “b” in (c). At
this time the new-cycle polarity toroidal field is growing at high latitudes while the
old-cycle polarity field is still present and erupting at low latitudes.



18 Mike Lockwood

and then be swept to the dark lanes between the supergranules [Schrijver
et al., 1997, Cattaneo and Hughes, 2001] where it forms the network.

1.3 The photosphere

The photosphere is the visible surface of the Sun and a layer which is about
100 km thick. When we look at the limb of the solar disc, as opposed to the
centre, we see light that has taken a slanting path through this layer and this
gives “limb darkening” as we only see the upper, cooler and dimmer regions
of the photosphere.

Fig. 11. High-resolution image of a sunspot showing the dark central umbra, fila-
mentary penumbra and the granulation of the photosphere surrounding the spot

As discussed earlier, the photosphere bears the signature of convection in
the underlying CZ on a range of temporal and spatial scales with granules,
mesogranules, supergranules and giant cells. However, the most well-known
symptoms of the Sun’s magnetic cycle are sunspots which have been studied
since the work in the early 17th century by Galileo Galilei and Christoph
Scheiner. Sunspots are darker because they are cooler patches of the sur-
face where large magnetic fields inhibit the convective upflow of energy from
below. Temperatures in the central umbra of spots are around 3800 K (i.e.
2000 K cooler than the surrounding undisturbed photosphere) and the mag-
netic field there is typically 0.1 T (roughly 1000 times greater than the average
photospheric field). The magnetic field is weaker and more horizontal in the
surrounding, less dark, more structured penumbra (see Fig. 11). Spots gen-
erally last for several days, although very large ones may survive for several
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months. They usually form in groups and may be unipolar but are usually
paired with a neighbouring spot or spots in a BMR. Some spots are more
complex than this in their magnetic topology. Spot sizes vary greatly, but
typical umbral and penumbral diameters are 20× 106 m and 40× 106 m, re-
spectively. The lower temperature in spots causes the surface to be a little
lower than for the quiet photosphere (the “Wilson depression”).

Fig. 12. Daily sunspot data that has been averaged over annual intervals. (Bot-
tom) The total area covered by sunspots for solar cycles 11–23 (AS – given in %
of the visible solar hemisphere). The data are from Greenwich (1874–1976) and
Mount Wilson (1982–present) observations. Data for 1977–1981 come from the for-
mer Soviet Union and are also used to intercalibrate the other two datasets over
the interval for which it is available (1968–1992). (Top) The distribution of that
area as a function of heliographic latitude and time – the famous butterfly diagram
(after Foster, 2004)

Sunspots occur in relatively narrow latitudinal bands near the solar equa-
tor (mainly below heliographic latitude of 30◦) as shown in Fig. 12. Heinrich
Schwabe first noted in 1843 that their occurrence shows a strong modulation
on decadal timescales (for historical review, see Cliver, 1994). At each min-
imum of this cycle the Sun is almost, but not completely, free of spots and
the amplitude of the maxima evolves on century timescales called Gleissberg
cycles. Figure 12a shows that the first spots of each new cycle appear at
the highest latitudes and that spot occurrence migrates equatorward in both
hemispheres during each cycle, giving the famous butterfly diagram (Spörer’s
law). For some cycles, the high-latitude spots of the new cycle appear before
the low-latitude spots of the old cycle have faded away, for other cycles there
is no such overlap.

The leading group of spots of the two that are paired in a BMR have
consistently the same magnetic field polarity (inward or outward) in one
hemisphere during any one solar cycle. It is also at a lower latitude giving
the tilt angle of the BMR (see Fig. 13). The polarity of the leading spot is
opposite in the two hemispheres and changes with each new solar cycle. This
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Fig. 13. A pair of spots showing the tilt angle with the leading spot at lower
latitudes.

reveals that the full magnetic cycle is not the 11 years of the sunspot cycle
but 22 years (the “Hale cycle”).

Fig. 14. The association of sunspots and magnetic field seen in magnetogram data.
(Top) The total area covered by sunspots (AS – given in % of the visible solar hemi-
sphere) for 1975 to 2000, covering solar cycles 21, 22 and the start of 23. (Bottom)
Longitudinal averages of the radial field (B/µ) as a function of latitude (positive
northward) and time, where B is the line-of-sight field observed by magnetographs
(positive outwards) and µ = cos θ, where θ is the heliocentric angle
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The association of the sunspot cycle and the full magnetic cycle of the
Sun is made clear by Fig. 14. The top panel shows the solar cycle in sunspot
area and the lower panel shows longitudinally averaged radial magnetic field
measured by solar magnetographs. These instruments use the Zeeman split-
ting of spectral lines to measure the line-of-sight component of the magnetic
field, B. This is converted to radial field (B/µ) with the assumption that the
field is radial, where the position parameter, µ = cos θ (θ is the heliocentric
angle, so µ = 1 at the disc centre and µ = 0 at the limb). Note that there is
no information from the limb and although features on the equatorial limb
are later seen when they rotate through the disc centre, no information is
available from the solar poles and the uncertainty in the radial field is larger
at higher heliographic latitudes.

Figure 14 shows that the regions where sunspots occur (the butterfly
“wings”) are regions where intense field, of both polarities, emerges through
the photosphere. This field migrates poleward at a rate which would take it
from 30◦ to the pole in about 1 year. In fact, progressively, the polarity of the
trailing (more poleward) spots comes to dominate as it migrates poleward.
Field of the other polarity tends to drift equatorward and fade away. This
behaviour is reproduced by numerical models which follow the evolution of
a BMR under the combined effects of differential rotation, meridional flow
and diffusion discussed in Section 1.2 [Wang et al., 2000a,b, Mackay et al.,
2002, Mackay and Lockwood, 2002, Schrijver et al., 2002]. For cycle 21, like
all odd-numbered cycles, the polarity of the trailing spots is inward (negative
field, shaded blue) in the northern hemisphere and outward (positive, shaded
yellow) in the southern hemisphere. These polarities are reversed in the next
cycle (cycle number 22), but the start of cycle 23 (beginning about 1997)
shows a return to the same behaviour as cycle 21. Note that early in each
sunspot cycle, the polar field in each hemisphere has the opposite polarity to
the dominant polarity which is simultaneously emerging and migrating pole-
ward from the sunspot belt. The arrival of the new polarity field from lower
latitudes reduces the flux in the polar corona until, roughly one year after
each sunspot maximum, the polar field polarity reverses. This new polarity
then persists until about 1 year after the next solar maximum when it is
flipped back again. Thus the polar field also shows a 22 year cycle, flipping in
sense every 11 years. This means that all features of the magnetic cycle show
opposite polarities during even and odd cycles, and this must be predicted
by any successful dynamo model.

Dynamo models, like that illustrated in Fig. 10, predict that although
sunspots only start to form (at the start of each new solar cycle) when the
dynamo wave reaches a latitude λ below about 40◦, the wave itself formed
earlier than this at higher latitudes. In these 2-dimensional simulations, the
alpha effect occurs in a thin layer at the top of the CZ, whereas the omega
effect is mainly in the overshoot layer, just beneath the CZ. Collectively, fea-
tures of the dynamo wave seen before the onset of the spots themselves (or
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perhaps after they have ceased) are called the “extended solar cycle”, begin-
ning before the previous solar maximum and lasting for between 18 and 22
years. If the average, background, differential rotation is removed from helio-
seismology observations of solar rotation, a pattern of torsional oscillations
is revealed, as shown in Fig. 15. These oscillations clearly follow the dynamo
cycle, but their role in field generation and eruption is not yet understood.
They are shown here as one illustration of the extended solar cycle. Wilson
et al. [1988] have linked the early appearance of these torsional oscillations
with other symptoms of the extended solar cycle, including ephemeral flux
emergence [Zwaan, 1987], chromospheric plages [Harvey, 1994] and coronal
emissions (most clearly seen in the FeXIV emission patterns presented by
Altrock, 1997).

Ephemeral flux is the small-scale end of a continuous (and approximately
linear) distribution of BMR [Zwaan, 1985, Schrijver and Title, 1999, Schri-
jver and Zwaan, 2000] and may emerge as part of the turbulent weak-field
dynamo, as opposed to the strong-field dynamo thought to be responsible for
active regions. Simulations suggest that the observed distribution of BMR
scales may result from emergence, of small-scale ephemeral flux and large-
scale active regions BMRs, both of which give rise to intermediate-scale
BMRs [Schrijver et al., 1997]. If the emerged flux in an active region is strong
enough, it resists dispersion by supergranular flows for a duration of between
a few days and a few weeks. Eventually all flux becomes subject to diffusive
random-walk dispersion under granular and supergranular flows. When op-
posite polarity flux tubes collide they partially cancel; when same polarity
tubes collide, they temporally coalesce. Ephemeral flux emergence can re-
place surface flux on a timescale of about 2 days, compared to the 6 months
that differential rotation takes to spread emerged flux and the 1–2 years for
flux to evolve towards the pole. Thus flux is constantly replaced as it migrates
in the large scale-motions shown in Fig. 14: although emerged flux migrates
poleward over long distances, individual flux tubes do not. Flux topologies
are changed by magnetic reconnection (see Section 2.5) taking place in the
CZ and in the solar atmosphere. Much of the flux is lost, by flux cancelling
[Schrijver and Title, 1999, Close et al., 2003]. In fact, flux is often seen to
disappear from the overlying corona and chromospherebefore it vanishes in
the photosphere, implying that much, or maybe even all, the cancelled flux
is, in fact, subducted below the surface rather than cancelled, [Harvey et al.,
1999].

The presence of weak emerged field outside of active regions is stressed
in Fig. 16, which shows the variations of total (unsigned) magnetic flux in
pixels where the mean field strength exceeds 25 G (roughly equivalent to
active regions) and in pixels where it is less than 25 G (roughly equivalent
to ephemeral regions, decayed active regions, intranetwork flux and network
flux, collectively termed the magnetic carpet , Title and Schrijver, 1998). The
average photospheric magnetospheric field is higher at sunspot maximum
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Fig. 15. Observations of torsional CZ oscillations around the solar minimum sepa-
rating cycles 22 and 23. The sunspot areas (top) show little overlap between these
two cycles but the pattern of super- and under-rotation (in yellow and dark blue,
respectively, in the bottom panel) show an extended solar cycle. (Adapted from
Howe et al., 2000b)

than at minimum by a factor of about 3. Figure 16 appears to show that the
flux outside active regions is greater than the active region flux at sunspot
minimum (as one would expect) but is only about half of it at sunspot max-
imum. However, one must bear in mind that within the 1′′ × 1′′ resolution
pixels of the Kitt Peak magnetograms, used to generate Fig. 16, small regions
of oppositely-directed field tend to give smaller |B| than would be observed
with higher spatial resolution; the importance of this effect being higher in
lower resolution magnetograms. Krivova et al. [2002] and Krivova and Solanki
[2004] have used high-resolution SoHO MDI magnetograms (0.045′′× 0.045′′

resolution) to show that pixels that are smaller in area by a factor of 500
than for the Kitt Peak data give |B| that is larger by a factor of 2.5 for the
quiet Sun. In comparison, the equivalent factor for the larger-scale magnetic
fields of active regions is only 1.1.
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Fig. 16. The variation of the total, unsigned, magnetic flux observed using Kitt
Peak magnetograms in active regions and in the quiet Sun, which can broadly be
separated into regions where mean field strength per pixel is, respectively, greater
than or less than 25 G (after Harvey, 1997)

Fig. 17. (Left) The profile of chromospheric and transition region temperature,
as a function of the height above the photosphere. The heights at which various
emissions are generated are marked. (Right) An image in the 393.4 nm Ca II line
emissions arising in the photosphere and lower chromosphere, showing sunspots and
active-region and network faculae
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A facula (“torch”) is a small but bright spot on the photospheric surface.
Faculae are considerably smaller than sunspots but are much more numerous.
They are most easily observed near the limb of the solar disc where they have
more contrast with respect to the quiet Sun. Like sunspots, they are regions
where the magnetic field threads the photosphere, the main difference being
that they are considerably smaller in diameter. The cross-sectional area of
these tubes increases with height above the surface and form bright regions
in the chromospherecalled plages. Faculae can be observed in white light
and at various wavelengths in the solar continuum emission; however, they
are often most readily in chromospheric emissions. Figure 17 shows the Sun
in Calcium K spectral line emissions using a filter with a 1 nm bandpass
centered at 393.4 nm: this allows significant contributions from heights in the
upper photosphere as well as from the low chromosphere. The image reveals a
few isolated dark sunspots, surrounded by bright faculae in the active region
bands, as well as network faculae which are found all over the solar disc (see
19).
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Fig. 18. Scatter plot of facular area Af (in parts per million of a solar hemisphere,
as measured by San Fernando observatory) against the total area of sunspot groups
AG (as measured at Mt. Wilson) for a whole solar cycle (1988–2000). It can be seen
that at all phases of the solar cycle, faculae cover roughly 10 times the area covered
by sunspots

Faculae cluster around sunspots and sunspot groups in active regions and
their occurrence rises and falls with the sunspot cycle. Figure 18 shows that
they cover an area which is roughly 10 times the sunspot area at all phases of
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the solar cycle [Chapman et al., 1997]. The correlation coefficient of facular
area and sunspot area is 0.917 (significant at the 99.97% level, see Wilks,
1995, Lockwood, 2002a): the slope of the linear regression fit shown in Fig.
18 is dAf/dAG = 10.2± 0.8 and the intercept means that there is an area of
faculae at sunspot minimum of Af = 1357 ppm, when the Sun is completely
free of detectable spots (AG = 0).

Fig. 19. Distribution of the numberN of bright facular pixels in Ca II K images as a
function of size and latitude, as observed during 1989 by San Fernando observatory.
The scale bar indicates the logarithm of the number of such features in each size (in
a millionth of a solar hemisphere) and latitude bin. The largest areas are covered
by features in the two active region bands defined, but network faculae are seen at
all latitudes (from Walton et al., 2003)

Figure 19 demonstrates that not all faculae are found in the active region
bands. Network faculae are found at all latitudes [Walton et al., 2003]. They
sit in the lanes of the chromospheric network, where supergranulation flows
cause magnetic flux to collect. Table 2 contrasts the properties of spots and
faculae.

1.4 The Solar Atmosphere

The solar atmosphere is most easily seen during a total eclipse: when the
moon blocks out direct light from the visible disc, Thompson scatter of the
photospheric light allows us to see the thin, hot plasma of the solar corona.
The corona can also be viewed using a coronagraph, such as the LASCO
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Table 2. Comparison of sunspots (average of umbrae and penumbrae) and faculae

Spots Faculae

Surface temperature at optical depth τ = 2/3, TS ≈ 4100 K ≈ 5920 K

% of solar hemisphere, < f > at solar maximum ∼ 0.3% ∼ 3%

Magnetic field, B ≈ 0.1–0.3 T ≈ 0.1 T

Contrast at µ = 0.2 (near limb) ∼ 0.3 ∼ 1.1

Contrast at µ = 1 (disc centre) ∼ 0.3 ∼ 0.999–1.01

Radius, r ∼ 10000 km < 100 km

Lifetime, t < 100 days ∼ 1 hour

Wilson depression at τ = 2/3 d ∼ 600 km ∼ 200 km

instruments on board SoHO, which use an occulting disc to obscure the pho-
tosphere. The striations and loops seen in the corona (see 9) reflect the pres-
ence of magnetic field which has emerged through the solar surface and which
dominates the behaviour of the solar atmosphere. The corona is exceptionally
hot and the processes which elevate the temperature of 5770 K in the photo-
sphere to of order 106 K in the corona (see Fig. 20) are still a matter of great
debate and the focus of much research; however, there is general agreement
that coronal heating involves the magnetic field and the twisting up of that
field by the complex motions and evolution of the surface field (see reviews
by Narain and Ulmschneider, 1990, 1996, Gomez et al., 2000).

Fig. 20. (Left) A typical profile of the temperature T in the solar atmosphere. The
effect of coronal heatingis seen as the rise from 104 K to over 0.5× 106 K across the
transition region between the chromosphereand the corona (adapted from Noyes,
1982). (Right) Theoretically-derived speeds of the solar wind, VSW , as a function of
heliospheric distance, r, for a variety of coronal temperatures, T , between 0.5×106 K
and 4 × 106 K (adapted from Parker, 1958, 1963)

The high temperatures mean that the coronal plasma is fully ionised and
are also responsible for driving the supersonic and super-Alfvénic solar wind
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that blows close to radially away from the Sun (as illustrated by the simple
model results presented in Fig. 20). The high temperatures are required be-
cause the solar wind must escape the gravitational potential well of the Sun.
The escape velocity from the surface of the Sun is ve = 625 km s−1 which
means a proton requires an energy 1/2mpv

2
e > 2 keV to escape to infinity

from the surface of the Sun and about 0.5 keV to escape from r = 5RS . Note
that ion velocity v and energy E are related by

[v in km s−1] = 13.861

{
[E in eV]

a

}1/2

(23)

where a is the ion mass in atomic mass units (amu) and 1 eV = 1.602×10−19 J.
In a plasma, the effect of the magnetic field on charged particle motions
means that temperatures are generally different in the field parallel and field-
perpendicular directions. The mean energies in these directions are 1/2kBT‖
and kBT⊥ (because they have 1 and 2 degrees of freedom respectively): for
gyrotropic plasma (distribution function symmetric around the magnetic field
direction) the average 3-dimensional temperature is T = (T‖+ 2T⊥)/3 which
therefore corresponds to a mean total energy (the sum of the parallel and
perpendicular thermal energies) of (3/2)kBT . The energy of thermal motion
can thus be calculated from

[E in eV] =
[T in K]

(1.1605× 104)
(24)

Thus the thermal energy of a 106 K proton in the corona is about 100 eV. Note
that this is considerably lower than the escape velocities discussed above.

We do not have a full understanding of how the solar wind is driven and
evolves, partly because satellite observations have not been possible in the re-
gion where it is accelerated and partly because fully self-consistent theoretical
modelling has also not been possible. A number of different approaches have
been tried, each with different approximations, none of which can be tested
against in-situ data [Cranmer, 2002]. The fluid approximation investigates
only the moments of the plasma (density, temperature, velocity and heat
flux. However, a specific particle distribution function (see Section 3.2) must
be assumed and it is not clear if the solar wind is best treated as a Maxwellian
population and if the components of the plasma (ions and electrons, different
ion species, different energy populations of the same species) require separate
analysis. Kinetic treatments of the solar wind avoid some of these difficul-
ties because they compute the distribution function rather than assuming its
form; however, solutions are only possible if many simplifications are made.
Equation (25) gives Parker’s original solution for an isothermal magnetohy-
drodynamic plasma which reveals that the solar wind speed increases with
increasing temperature, as shown in Fig. 20. A derivation of this equation is
given by Hundhausen [1995].
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where v is the plasma velocity, T the plasma temperature (the sum of the
electron and ion temperatures), m is the mean ion mass, G is the gravita-
tional constant, MS is the solar mass, r is the heliocentric distance and rC is
the “critical radius” and is equal to GMsm/(4kBT ). Generalisation for, e.g.,
a realistic temperature profile derived from heat conduction yields similar so-
lutions to (25) provided T (r) falls off less rapidly than (1/r). The isothermal
solution applies to zero heat flux, and varying the heat flux to give T = 0 at
r = ∞ gives T (r) ∝ r−2/7. In this cases, the acceleration of the solar wind
takes place mainly at r < 10RS and, unlike the isothermal profiles shown in
Fig. 20, flow speed remains approximately constant at r > 10RS.

Coronal holes were first recognised by Waldmeier [1957, 1975] who noted
long-lived regions of very low intensity in the coronal green line emissions
(530.3 nm). Subsequently they were observed as dark patches in UV and X-
ray images and associated with largely unipolar regions of open magnetic
flux and fast solar wind flow [Krieger et al., 1973]. The definition of open
flux will be discussed later, but for now we just note that it is magnetic
field which extends out into the heliosphere, rather than looping back to the
solar surface within a few solar radii. The field-free solutions to the solar
wind acceleration, such as (25) apply most readily to these regions of open
flux in which we observe the fast solar wind with typical velocities VSW of
700 km s−1 at r > 10RS. This fast solar wind outflow depresses the coronal
plasma densities [Wang et al., 1996].

Figure 21 is a combination of images which show a dark coronal hole in
the northern hemisphere. The solar atmosphere is seen in visible light during
eclipses or in coronagraph data because it scatters light generated in the
photosphere. It can also be seen in the EUV or X-ray wavelengths at which the
hot coronal plasma emits. The lower coronal densities in coronal holes means
that within them the intensities of scattered and emitted light are suppressed.
The combined EIT/LASCO image was recorded during the declining phase
of the solar cycle and at a time when the tilt of the Sun’s axis with respect
to Earth makes a northern hemisphere coronal hole clearly visible: in fact,
coronal hole morphology is found to change radically during the solar cycle.
At sunspot minimum the coronal holes are two large, contiguous regions, of
opposite magnetic polarity, around the solar poles, but as solar maximum
is approached these break up into smaller, more transient patches with both
field polarities occurring at all latitudes in both hemispheres [Maravilla et al.,
2001]. In the declining phase of the solar cycle, the polar coronal holes begin
to regroup (but with reversed polarities), but with coherent extensions down
to lower latitudes (as can also be seen in Fig. 21). Coronal holes and their low
latitude extensions in the declining phase do not show the differential rotation



30 Mike Lockwood

Fig. 21. An EIT image overlaid on the occultation disc of the LASCO C2 coro-
nagraph, taken during the declining phase of the solar cycle. The tilt of the Sun
allows us to see the northern polar coronal hole. In addition, a J-shaped exten-
sion to this coronal hole can be seen reaching down to low latitudes and into the
southern hemisphere, ending at a bright active region. Both the EIT and LASCO
instruments are on the SoHO spacecraft. (This coronal hole has been analysed by
Zhao et al., 1997)

of the underlying photosphere and CZ, rather they co-rotate “rigidly” with
a period of about 27 days, when viewed from Earth [Wang et al., 1996].

The solar wind speed depends not only on the coronal temperature, but
also on the flux tube area expansion between the base and the top of the
corona [Wang and Sheeley Jr., 1990, Wang, 1995, Wang et al., 1996]. Outside
the coronal holes, where the magnetic field is in closed loops with smaller
area expansion factors, the slow solar wind (VSW of typically 350 km s−1

at r > 10RS) is found (see review by Poletto, 2004). Figure 22 shows the
latitudinal variation of the solar wind flow speed at sunspot minimum as seen
by the Ulysses satellite, the first mission to study the heliosphere at latitudes
away from the ecliptic plane. The flow is seen to be fast at all latitudes
above about 30◦ but slow or mixed at lower latitudes where the superposed
coronagraph image reveals higher density plasma in the streamer belt. Where
the flow is fast, low coronal densities are seen in two large coronal holes. The
magnetic field is almost exclusively inward in the northern hemisphere and
outward in the south, as seen in the photosphere at the same time (seen
at 1993–1995 in Fig. 14). This clear-cut field topology is a feature of the
sunspot-minimum Sun. Because the radial field changes polarity across the
streamer belt, it must contain a disc-like heliospheric current sheet (HCS)
which separates the two magnetic hemispheres.
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Fig. 22. Dial plot of the solar wind velocity as a function of heliographic latitude
as seen near sunspot minimum by the SWOPS thermal plasma instrument on the
Ulysses satellite during 1993–1995. Where the magnetic field seen by the FGM
instrument on the same craft is inward (toward the Sun) the plot is coloured blue
(true throughout almost all of the southern hemisphere) and where outward it is
coloured red (as throughout almost all of the northern hemisphere). The plot is
superposed on a sunspot-minimum image of the solar disc, as seen in Extreme
Ultraviolet (EUV) by the EIT instrument on the SoHO satellite, and an image of
the corona made by the LASCO C2 coronagraph on SoHO: these data show the
polar coronal holes and the streamer belt. [from McComas et al., 1998])

The lower part of Fig. 23 shows the variations of the fast and slow solar
wind observed by the Ulysses spacecraft [McComas et al., 2002a,b, 2003].
The interpretation of this plot is complicated by the fact that the sunspot
number changes on a comparable timescale to the change in the latitude of
the Ulysses spacecraft. The left of the lower panel applies to near sunspot
minimum, when Ulysses remained continuously in the northern polar coronal
hole down to a latitude λ of about 30◦, observing (fast) solar wind speeds
VSW of near 750 km s−1. It subsequently moved in and out of the slow solar
wind in the streamer belt every 27 days because of the inclination of the
solar equator, before becoming continuously within the streamer belt between
about +15◦ and −5◦, where VSW ≈ 350 km s−1. The evolution of the coronal
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Fig. 23. (Top) A series of SoHO/LASCO coronagraph images, taken as solar activ-
ity increases (taken at times when Ulysses was at the latitudes given by the arrows
pointing to the lower panel). (Bottom) The solar wind flow speed seen by the
Ulysses spacecraft as a function of its latitude λ. (Courtesy of the SoHO/LASCO
and Ulysses/SWOOPS instrument teams)

holes and the streamer belt during this interval have been studied by Wang
et al. [2000c] and is shown by the upper panel of Fig. 23. The first coronagraph
image in the upper panel shows this clear, single, equatorial streamer belt at
sunspot minimum. The other images show that this progressively broke up
into smaller streamers at all latitudes as the solar activity increased. While
between latitudes −5◦ and −45◦ (the end of the plot), Ulysses observed flow
which oscillated between about 400 km s−1 and 600 km s−1 as it moved in and
out of the increasing number of streamer belts. At sunspot maximum, both
inward and outward magnetic field is seen at all latitudes, as are the streamers
which are mixed with smaller coronal holes. The HCS becomes increasingly
warped and may even develop into multiple current sheets separating the
inward and outward heliospheric field which are mixed at all latitudes.

The low-latitude extensions to coronal holes in the declining phase of
each solar cycle (such as that seen in Fig. 21) are an important feature for
the Earth. Like the polar coronal holes, fast solar wind emanates from these
features and, because it flows almost radially, the fast flow arising from the
equatorial part of a coronal hole extension will intersect the Earth. The fast
solar wind meets slow solar wind ahead of it and forms a corotating interac-
tion region (CIR) and as they sweep over the Earth, these cause disturbances
to the geomagnetic field and to near-Earth space that repeat every 27 days.
These are called recurrent geomagnetic storms . Not all geomagnetic distur-
bances are recurrent. A second class of geomagnetic storm, the occurrence of
which peaks as sunspot maximum, is random in its timing and these occur
because the solar wind is not steady but shows large enhancements called
Coronal Mass Ejections (CMEs), as illustrated by the sequence of images,
roughly 40 min. apart, shown in Fig. 24. On average, a CME contains about
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1013 kg of material, moving at about 350 km s−1, and so constitutes a total
energy of about 1024 J. By way of comparison, the Sun loses of order 1014 kg
per day in the total solar wind. Thus CMEs form a significant contribution to
the solar wind. On average, 1 CME occurs every 4 days at sunspot minimum,
but this rate rises 2 CMEs per day at sunspot maximum. The directional-
ity of these events, with respect to the ecliptic plane, changes over the solar
cycle and 1 CME hits Earth every 2 weeks at sunspot minimum, but this
rises to 4 per week at maximum. The event shown in Fig. 24 is clearly visi-
ble, but is moving roughly perpendicular to the Sun–Earth line and will not
hit Earth. CME events that are travelling toward the Earth form a “halo”
in coronagraph images and these are much harder to detect. Those that do
hit Earth can drive large (non-recurrent) geomagnetic storms, depending on
the direction of the magnetic field within them. Some CME’s contain high-
density, low-temperature plasma which, from the charge state abundance,
can be identified as coming from the photosphere: in such cases the CME
has dragged a prominence feature after it and these events are thought to be
particularly effective in driving storms in near-Earth space.

Fig. 24. A sequence of images that are combinations of data from the LASCO C2
and C3 coronagraphs on the SoHO spacecraft, showing a particularly large corona
mass ejection (CME). Note the increasing number of energetic particle strikes on
the imager CCDs

Note in Fig. 24 that there are an increasing number of spots on the images,
caused by energetic particles striking the CCDs of the LASCO imagers. These
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particles are accelerated to very high energies at the shock front at the leading
edge of the CME and/or by the associated flare. The particles have travelled
rapidly along magnetic field lines to the SoHO craft and also impinge on
Earth’s magnetosphere.

Direct information about the solar wind in the acceleration region is re-
stricted to data from long-baseline observations of interplanetary scintilla-
tions of radio galaxies caused by density variations in the propagating solar
wind. This effect is analogous to the twinkling of visible stars caused by vari-
ations and turbulence in Earth’s atmosphere. However, models and theories
of the solar wind must also match Ulysses observations of the out-of-ecliptic
heliosphere in addition to the long series of observations of the near-Earth
solar wind in the ecliptic plane. Tables 3 and 4 summarise the results of a
survey covering 2 solar cycles of hourly averages of data on the solar wind
impinging on the near-Earth space environment [Hapgood et al., 1991]. The
solar wind drags with it a weak magnetic field of solar origin called the he-
liospheric field which, when measured near Earth in the ecliptic plane, is
referred to as the Interplanetary Magnetic Field (IMF), the characteristics
of which are also surveyed in Tables 3 and reftab:1p4.

Table 3. The solar wind distributions at Earth

Largest Smallest Mode Value

Density, NSW (m−3) 8.3 × 107 ∼ 0 6 × 106

Velocity, VSW (km s−1) 950 250 370

Plasma temperature, TSW (K) 3.2 × 105 0.2 × 105 1.3 × 105

Dynamic pressure, PSW = NSWmSWV
2
SW (nPa) 28 ∼ 0 3

IMF field strength, BIMF (nT) 85 ∼ 0 6

Northward IMF component, Bz (GSM) (nT) 27 -31 0

Radial IMF component, |Br| = −|Bx| (nT) 70 ∼ 0 5

1.5 Solar Output Power at Earth

To end this brief survey of the Sun and its atmosphere, it is instructive
to compare the powers received by Earth in the form of the solar wind and
electromagnetic radiations. Table 4 shows that the incident solar wind energy
density is dominated by the bulk flow kinetic energy, Wd ∼ 10−9 J m−3 and
thus the incident solar wind power density, pd = WdVSW ∼ 5× 10−2 W m−2.
This impinges on the magnetosphere, the region of near-Earth space that is
dominated by the geomagnetic field, which presents a cross-sectional area of
Am ∼ π(15RE)2 ∼ 3 × 1016 m2 (the mean Earth radius, 1 RE = 6370km).
Thus the solar wind power incident on geomagnetic field is Ampd ∼ 1.5 ×
1015 W (equivalent to 600,000 large modern power stations of 2.5 GW each).
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Table 4. Typical values of other solar wind parameters at 1 AU

Typical Value

Proton composition 84%

(% of ion gas by number density)

He2+ ion composition 15%

(% of ion gas by number density)

Heavier ion (mean 16 amu) composition 1%

(% of ion gas by number density)

Mean ion mass, < mi > 1.6 amu

≈ (0.84 × 1 + 0.15 × 4 + 0.01 × 16) (≡ 2.67 × 10−27 kg)

Bulk flow kinetic energy density, Wd 10−9 J m−3

= (NSWmSWV
2
SW )/2

Magnetic energy density, WB = B2
IMF /2µ0 10−11 J m−3

Thermal energy density, Wth = NSW kBTSW 10−12 J m−3

Plasma beta, β = Wth/WB 0.1

= 2µ0NSW kBTSW /B
2
IMF

Alfvén speed, VA = BIMF /(µ0NSW < m >)1/2 42 km s−1

Alfvén Mach number, MA = VSW /VA 9

Sound speed, CS 60 km s−1

Proton temperature, TH+ 1.2 × 105 K

Electron temperature, Te 1.4 × 105 K

Proton–proton collision time 4 × 106 s

Electron–electron collision time 3 × 105 s

When the IMF points southward (optimum conditions) the geomagnetic field
extracts about 2% of incident energy, i.e. ∼ 3× 1013 W and of this about one
third deposited in upper atmosphere and inner magnetosphere, i.e. about
1 ×1013 W (4000 major power stations). The other two thirds are returned
to the solar wind. By way of comparison, mankind currently uses (from all
sources) ∼ 1013 W.

We can carry out equivalent calculations for the energy brought to Earth’s
coupled atmosphere/ocean/land system by electromagnetic radiations. The
total solar irradiance, ITS , is 1367 (±7) W m−2 which is 27,000 times larger
than the solar wind power density. However, its target, Earth’s atmosphere,
presents as smaller cross-sectional area of AE ≈ πR2

E ≈ 1.3× 1014 m2. Thus
the total power incident is AEITS ∼ 1.8× 1017 W. Of this, close to one third
is reflected back into space (Earth’s “albedo”) gives this input 1.2× 1017 W
(equivalent to 48× 106 power stations and more than 104 times larger than
received from solar wind).

Because of this great disparity in powers, the solar wind, and associated
phenomena, have often been discounted as factors in studies of Earth’s cli-
mate system. Whilst it is true that arguments in favour of such associations
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have often been based of inadequate statistical analysis, arguments based on
comparison of magnitudes, have in the past often also been proved wrong by
the discovery of previously unimagined mechanisms. An excellent example of
this is the early debate about the influence of the Sun on geomagnetic activ-
ity. In 1863, William Thomson (later to become Lord Kelvin) calculated the
strength of the Sun’s apparently dipolar field at the Earth’s surface using the
expected 1/r3 dependence and concluded that it’s effect was entirely negli-
gible in magnitude, compared to the Earth’s own field. So convinced was he
by this superposition argument about relative magnitudes, that he dismissed
the growing evidence for correlations between solar magnetic effects and ge-
omagnetic activity, famously stating in his presidential address to the Royal
Society in November 1892 [Thompson, 1893]:

“During eight hours of a not very severe magnetic storm, as much work
must be done by the Sun in sending magnetic waves out in all directions
through space as he actually does in four months of his regular heat and
light. This result is absolutely conclusive against the supposition that ter-
restrial magnetic storms are due to magnetic action of the Sun; or to any
kind of dynamical action taking place within the Sun, or in any connexion
with hurricanes in his atmosphere . . . The supposed connexion between mag-
netic storms and sunspots is unreal, and the seeming agreement between the
periods has been a mere coincidence.”

Of course Lord Kelvin knew nothing of the solar wind and its ability to
drag frozen-in solar magnetic field with it, nor of magnetic reconnection and
the complex interplay of plasma energy and magnetic field in Earth’s magne-
tosphere nor how this results in the currents in Earth’s upper atmosphere that
generate geomagnetic activity. The first suggestion of what became called the
“corpuscular hypothesis”, and which grew into our modern-day understand-
ing of the solar wind and its effects, was made in the same year by FitzGerald
[1892]:

“. . . a sunspot is a source from which some emanation like a comet’s tail
is projected from the Sun . . . Is it possible, then, that matter starting from
the Sun with the explosive velocities we know possible there, and subject to
an acceleration of several times solar gravitation, could reach the Earth in a
couple of days?”

The lesson to be learned from such history is clear. Whilst it is true that
apparent connections and correlations, by themselves, prove nothing, their
investigation can sometimes lead the way to the discovery of un-envisaged
physical mechanisms.

2 Fundamental Plasma Physics of the Sun and
heliosphere

Maxwell’s equations can be reduced in complexity for plasmas because the
free charges mean that they are exceptionally good electrical conductors.
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Specifically for phenomena of frequency less than about 1014 Hz, the dis-
placement current δD/δt is negligible (the “Q” of the medium is much less
than unity). In addition, charges are free to move under Coulomb attrac-
tion/repulsion to null any net space charge. Thus the plasma is electrically
neutral to a very good approximation (the space charge ρt is very close to
zero). Equations (26)–(29) give the simplified relationships between the mag-
netic field B and the electric field E in the now standard differential and
integral forms first introduced by Oliver Heaviside.

(∇×B)/µo = J ;

∮

c

B · dl =

∫

A

µoJ · dA Ampère′s Law (26)

∇×E = −∂B
∂t

;

∮

c

E · dl = − ∂

∂t

{∫

A

B · dA
}

Faraday′s Law (27)

∇ ·E =
ρt
εo
≈ 0 ;

∫

A

E · dA =

∫

V

(
ρt
εo

)
dV ≈ 0 Gauss′ Law (28)

∇ ·B = 0 ;

∫

A

B · dA = 0 (magnetic monopoles do not exist) (29)

If we combine these equations with those of fluid dynamics we can de-
rive a system of fluid equations to describe the motion of the plasma, called
magnetohydrodynamics or MHD.

2.1 Ohm’s Law for a Plasma

The momentum balance equation for species k (of number density Nk, pres-
sure Pk, bulk flow velocity vk, mass mk and charge qk) is

Nkmk

(
δvk
δt

)
= ∇Pk +Nkmkg +Nkqkmk[E + vk ×B]−

∑

j 6=k
F kj (30)

where the inertial term is on the left-hand side (LHS) and, from left to right,
terms on the right-hand side (RHS) are due to pressure gradients, gravity,
the Lorentz force on a charged particle and the frictional drag caused by
collisions with other species. The force on the electrons due to the ions is F ei

F ei = νeime(ve − vi) = −F ie (31)

where νei is the collision frequency for momentum transfer. A plasma is quasi-
neutral and so for a single-ion plasma Ni = Ne and the current density is

J = Nee(vi − ve) = −NeeF ei
νeime

(32)

We define the plasma velocity to be the average velocity of ions and electrons,
weighted by their mass
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V =
(meve +mivi)

(me +mi)
(33)

and use the vector relation

(me +mi)[V ×B] = me[V e ×B] +mi[V i ×B] (34)

If we take (30) for electrons (multiplied by mi and neglecting small electron
pressure gradient, gravity and electron-neutral collision terms), subtract (30)
for ions (multiplied by me and neglecting small ion pressure gradient and ion-
neutral collision terms), assume steady state (all time derivatives are zero)
and substitute using (32) (33) and (34) we derive Ohm’s law for a plasma

J = σ[E + V ×B] (35)

where the (electrical) conductivity, σ = {Nee2/(νeime)}. Applying the
Lorentz transformations shows that the term in square brackets in (35) is
the electric field in the rest frame of the plasma.

2.2 The Induction Equation

If we substitute Ampére’s law (26) and Faraday’s law in differential form (27)
into Ohm’s Law (35) and use (29) and the vector relation

∇×B = ∇(∇ ·B)−∇2B (36)

we derive the induction equation

∂B

∂t
= ∇× (V ×B) +

∇2B

(µoσ)
(37)

The first and second terms on the RHS are called the “convective” and “dif-
fusive” terms, respectively. We define the magnetic Reynolds number Rm to
be the ratio of these two terms

Rm =
{∇× (V ×B)}
{∇2B/(µoσ)} (38)

Taking orders of magnitude, the convective term {∇× (V ×B)} ∼ VcBc/Lc
and the diffusive term {∇2B/(µoσ)} ∼ {Bc/L2

c}{1/(µoσ)}, where Vc, Bc
and Lc are the characteristic speed, field and scale length of the plasma in
question. Thus

Rm ∼ µoσVcLc (39)

Table 5 gives typical values of the terms in (39) for various regions of the
Sun–Earth system. Note that Rm � 1 in all these regions.
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Table 5. Calculations of magnetic Reynold’s number

Region of space σ (mhos m−1) Vc (m s−1) Lc (m) Rm

Solar Convective Zone 102 105 106 107

Base of solar corona 103 105 106 108

Solar wind at r = 1 AU 104 105 109 1012

Earth’s Magnetosphere 108 105 108 1015

Earth’s Ionospheric F-region 102 103 105 104

2.3 The Convective Limit: The Frozen-In Flux Theorem

If Rm � 1 we can neglect the diffusive term and the induction equation (37)
becomes

∂B

∂t
= ∇× (V ×B) (40)

We call this the convective limit. Satellite observations of E, V and B show
that (40) applies to a very high degree of accuracy, even in the F-region
ionosphere where Rm is not as big as in other regions [Hanson et al., 1994].

Fig. 25.

If we compare (40) to Faraday’s law (in differential form, 27) we derive
that in the convective limit

E = −V ×B (41)

Note that this is often called the “infinite conductivity limit” but has arisen
because Lc is large, as much as because σ is large (see Table 5). If we take
the component parallel to B, (41) shows E‖ = 0 and the field-perpendicular
component E⊥ = |E|. From (41), E ×B = −(V ×B)×B = V B2 and thus

V =
E ×B
B2

(42)
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The equations for the convective limit (Rm � 1, also called ideal MHD)
are approximate, but work exceptionally well throughout almost all of the
heliosphere. Note, however, the places where they do break down are very
important in explaining the overall behaviour.

Consider a fixed loop in space C, threaded by a magnetic flux F and in a
plasma with Rm � 1, as illustrated in the left hand side of Fig. 25. Faraday’s
law in integral form becomes, for ideal MHD

∂F

∂t
= −

∮

c

E · dl =

∮

c

[V ×B] · dl (43)

dl is a segment of the loop C. If we define coordinates such that the loop
element dl lies in the +x direction (see right hand side of Fig. 25), and the y
direction is towards the inside of the loop: dl = dx, and dy = dz = 0 then

[V ×B] · dl = (VyBz − VzBy)dl (44)

Let us make an assumption in order to test if it is true. If B moves with the
plasma velocity, then the rate of flux transport across dl is df/dt = (aBzydl),
where V yz and Bzy are the components of V and B, respectively, in the yz
plane and a is the field perpendicular component of the velocity V yz (see
RHS of Fig. 25),

df

dt
= aBzydl = (Vzy sin θ)Bzydl = |V zy ×Bzy|dl = (VyBz − VzBy)dl (45)

by (44)
df

dt
= [V ×B] · dl (46)

Integrating around loop C

dF

dt
=

∮

c

[V ×B] · dl (47)

Equation (47), derived by assuming that the magnetic field B moves with
the plasma velocity, is the same as (43), derived by applying Faraday’s law
to the convective limit. Therefore the assumption must indeed be true, i.e.
magnetic field does move with the plasma velocity. This is called the frozen-
in flux theorem. It means that if a magnetic field line threads a series of
plasma parcels at a certain time, when those parcels then move with the
plasma velocity, as defined by (33), the field line will continue to thread the
parcels, as illustrated by Fig. 26, for regions where the magnetic Reynolds
number is large. As this applies in most regions of the heliosphere, this is a
very powerful theorem in space plasma physics (and was invoked already in
section 1 in discussing the alpha and omega effects of the solar dynamo).

The consequences of frozen-in depend on the energy densities. For exam-
ple, the energy density of the bulk flow of the solar wind Wd, dominates over
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Fig. 26. The frozen-in flux theorem. Plasma elements which move between times
t and (t + δt), in the sense of their plasma velocity defined by Eqn. (33), remain
connected by the same magnetic field line

both the thermal and magnetic energy densities Wth, and WB . This means
that frozen-in results in the field being dragged out and away from the Sun
by the solar wind flow. In other regions (for example Earth’s magnetosphere),
WB dominates over both Wd, and Wth. In these cases the frozen-in theorem
means that the field constrains the plasma.

2.4 The Parker Spiral

Parker spiral theory is an example of the frozen-in theorem at work. The
solar wind always blows almost radially away from the Sun and throughout
the coronal and heliosphere Rm � 1 (see Table 5), so frozen-in applies (an
important exception being at some current sheets, as we will see in the next
section). The flow energy density Wd greatly exceeds the magnetic energy
density WB , so the solar wind flow drags the IMF with it. In this section, we
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discuss how the combination of radial flow and solar rotation winds the IMF
into the Parker spiral.

As seen from Earth, the corona rotates with a period τ ′ = 27 days (rota-
tion rate 1/τ ′ = 429 nHz). But in this time, Earth has moved along its orbit
through an angle δ = 2π[τ ′indays]/365.25 = 0.464rad(26.6◦). Hence in the
time τ ′, the Sun has actually rotated through (2π + δ) and the period with
respect to the fixed stars is τ = τ ′ × 2π/(2π + δ) = 25.1days (an angular
velocity ω = 2.90× 10−6 rad s−1, or a rotation rate of 1/τ = 461 nHz.

Figure 27 shows schematically how the field, frozen into plasma parcels
that move radially away from the Sun, are wound up into a spiral by the
rotation of their footprints, that are rooted in the photosphere. Consider
two plasma parcels that are connected by the same field line but which left
the solar corona at times dt apart. Parcel 1 left first and will, at all times,
have moved radially further away from the Sun by Vswdt where Vsw is the
(radial) solar wind flow speed. Parcel 2 will be on a flow streamline that
makes an angle ωdt with respect to that of parcel 1 because the Sun rotated
through this angle in the interval between parcels 1 and 2 leaving the corona.
At a radial distance r parcel 2 will be ωrdt from parcel 1 in the tangential
direction. Thus the frozen-in field line will make an azimuthal angle

θ = tan−1

{
− [BY ]GSE

[BX ]GSE

}
=

rω

VSW
(48)

with respect to the Sun–Earth line (the GSE X-axis). If the solar wind speed
VSW increases, (48) shows that the angle θ will decrease and the spiral will
unwind.

On the other hand, if the speed VSW decreases, (48) shows that θ will
increase and the spiral will become more wound up. On average the helio-
spheric field lines up very well with these “gardenhose” spiral directions, as
predicted by (48). However, there are distortions caused transient phenomena
such as CMEs and CIRs and sometimes the field is even perpendicular to the
orientation predicted by (48) – this is called an “ortho-gardenhose” orienta-
tion and, although rarer, it does exist. The most common orientation occurs
at a garden hose angle that decreases as the solar wind speed increases, in
very good agreement with the theory.

Equation (48) also predicts that the gardenhose angle will increase with
increasing radial distance r, until θ becomes near 90◦. For a relatively low
VSW of 350 km s−1, θ will be 85◦ at r = 9 AU but θ = 89◦ is not achieved
until r = 46 AU. For fast solar wind of 700 km s−1, these θ values are achieved
at r of 19 and 92 AU. As the angle increases, the magnetic field strength and
pressure increase (and would even become infinite for θ = 90◦), this does not
occur because the termination shock forms first.

The spiral angle of the heliospheric field has been monitored in the ecliptic
plane by near-Earth craft and the average behaviour is very well described
by Parker spiral theory (see Fig. 28) [Gazis, 1996, Stamper et al., 1999].
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Fig. 27. Schematic illustration of the development of the Parker spiral in the
heliosphere

Forsyth et al. [1995] have shown that the average field seen by Ulysses also
matches the predicted Parker spiral out of the ecliptic plane. In addition
to these statistical studies of in-situ data, instantaneous spiral configuration
has been monitored by remote sensing techniques. The spiral can be seen
using the interplanetary scintillations technique. In addition, the vantage
point of the Ulysses spacecraft has given a unique opportunity to observe
the instantaneous spiral configuration when it was sited over one of the solar
poles. Flares are explosive events on the solar surface which release bursts
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Fig. 28. Results of a survey of 142,186 hourly solar wind and interplanetary mag-
netic field (IMF) observations for 1963–2000 (the “Omnitape” data set, see Couzens
and King, 1986). The data have been subdivided into 9 ranges of the solar wind
velocity VSW that give the same number of samples in each range. Results are
shown here for: (a). 332–358 km s−1; (b). 379–403 km s−1; (c). 430–463 km s−1; and
(d). 507–580 km s−1. The IMF garden hose angles θ, calculated from Parker spiral
theory using (48), corresponding to the limits of the range in each case delineate
the gray band plotted in each panel. Overlaid on this is a black line for the an-
gle, again calculated using (48), corresponding to the mean velocity in each range.
The grey-scale polar histograms give the number of observed IMF gardenhose angle
observations that fall in 5◦ bins for the VSW range in question. Both the length
and shading of the bars are scaled according to the fraction of the total number of
samples: the circle in each case marks the 4% contour. Orientations with X > 0
are “toward” solar magnetic sectors (the IMF field points toward the Sun), X < 0
are “away” sectors. Cases which line up well with the expected orientation are
much more common and these are called “gardenhose” orientation, but there is
spread and the white bars show a significant number orthogonal to the expected
orientation and these are called “ortho-gardenhose” cases. These arise form local
perturbations to the heliosphere due to the distorting of the Parker spiral field by
phenomena like corona mass ejections (CMEs) and co-rotating interaction regions
(CIRs). The predicted angle θ decreases as VSW increases and this rotation is also
seen in the most common orientations. Thus the spiral can be seen, on average, to
unwind as the solar wind speed increases, as predicted by the theory.
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of energetic electrons which, because they travel at such high, superthermal
velocities follow trajectories that are very close to field-aligned (in their flight
time, the field line down which they travel is not moved much by the combi-
nation of corotation and radial flow of the solar wind). By tracking the radio
emissions generated by these bursts the spiral configuration of the field has
been mapped out and shown to be very close to the spiral predictions [Reiner
et al., 1998].

2.5 The Diffusive Limit: Magnetic reconnection

In current sheets, particle and magnetic pressures act to confine the current
to a very narrow sheet. If the spatial scale becomes small enough, such that
the magnetic Reynold’s number, Rm becomes very small (Rm � 1, Lc �
µoσVc, Eqn. 39), then the convective term in the induction equation becomes
negligible and (37) reduces to

∂B

∂t
= ∇2B/(µoσ) (49)

If we have a thin, infinite planar current sheet 2L thick and we define z to
be the sheet normal and the current density vector to be in the y direction
(see Fig. 29), then this reduces to

∂Bx
∂t

=

(
∂2Bx
∂z2

)(
1

µoσ

)
(50)

which is a diffusion equation (the term 1/(µoσ) is sometimes called the “mag-
netic diffusivity”, η)

Fig. 29. An infinite, thin, planar current sheet

Equation (50) predicts that the magnetic field B diffuses from high to low
values. This means it diffuses toward the centre of the current sheet where
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there is a minimum in B. This is a breakdown of the frozen-in and ideal
MHD.

In steady state, Faraday’s law (in differential form) gives us

∇×E = −∂B
∂t

= 0 (51)

thus in steady state the electric field is curl-free, which means

∇×E =

(
∂Ez
∂y
− ∂Ey

∂z

)
i+

(
∂Ex
∂z
− ∂Ez

∂x

)
j+

(
∂Ey
∂x
− ∂Ex

∂y

)
k = 0 (52)

All three components must be zero, in particular
(
∂Ez
∂y
− ∂Ey

∂z

)
=

(
∂Ey
∂x
− ∂Ex

∂y

)
= 0 (53)

If we assume that there is no structure in the y direction (an infinite, flat
current sheet) ∂Ez/∂y = ∂Ex/∂y = 0 and thus

∂Ey
∂z

=
∂Ey
∂x

= 0 (54)

Therefore steady state means that Ey is uniform around the current sheet.
Well away from the current sheet (where the field is Bo = Bx on one side
and Bo = −Bx on the other) frozen-in applies so E = −V ×B. If there is
no flow along the current sheet, V = Vz and

E = Ey = −VzBo & |Ey| = VzBo (55)

At the centre of the sheet B = 0 so by Ohm’s law E = J/σ. But J = Jy, so
E = Ey = Jy/σ, where Ey is the same inside and outside the current sheet
because of steady state. Thus

Jy = |σVzBo| (56)

Applying Ampére’s law to the circuit C around the current sheet in Fig. (29)

∮

c

B · dl =

∫

A

µoJ · dA

2Bodx = µoJy2Ldx

Jy =
Bo

µoL
(57)

Equating (56) and (57)

L =
1

µoσVz
Rm = µoσLVz = 1 (58)
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In other words, the thickness of the current sheet adjusts to balance convec-
tive and diffusive terms such that the magnetic Reynolds number is unity.
This equilibrium sheet is called a Harris current sheet. Magnetic field lines
diffuse into the current sheet from both sides. Equation (58) shows that the
inflow speed is |Vz | = 1/(µoσL) and well away from the sheet (where frozen-
in applies) the field is moving toward the centre of the current sheet. We
have considered a steady state situation and so the antiparallel fields must
be annihilating when they meet at the centre of the current sheet at a rate
to match the inflow.

It was originally thought that this could give a way of destroying magnetic
field – thereby quickly releasing the energy stored in the field and giving it
to the particles (this would heat or accelerate the particles quickly, which
may be important in explaining solar flares, for example). However, there
is a problem which means that this process cannot take place for long. The
problem is that outside of the sheet, the frozen-in theorem still applies so field
lines moving into the sheet to replace annihilated ones bring frozen in plasma
with them. Thus there is an inflow of plasma from both sides. By continuity,
this means the plasma concentration N within the current sheet rises. In
addition, the energy released from the field raises the plasma temperature,
T , and so the plasma pressure in the sheet, NkBT rises. The plasma pressure
gradient increases until it applies enough force to the plasma and frozen-in
field to choke-off the inflow and the process stops soon after it started.

However, if the breakdown of frozen-in does not take place everywhere
in the current sheet, but just in a localised part (where the sheet is thinner
and/or there is anomalous resistivity) then the build-up of plasma can be
prevented by letting it escape along the current sheet, as shown by the ar-
rows in Fig. 30a). But what happens to the field lines at the singularity in
the centre of this localised diffusion region where they meet? They cannot
just annihilate there (that would violate Maxwell’s equation ∇ ·B = 0 and
form magnetic monopoles in the diffusion region). In Fig. 30b two field lines
of opposite directions come into contact and have simultaneously both the
original topology (along the current sheet) and also a new one that threads
the boundary. In Fig. 30c these field lines have evolved further and only have
the new topology, threading the current sheet. Note that both the boundary
normal field and the boundary tangential flow reverse across the diffusion
region.

Away from the diffusion region, frozen-in applies and so field lines move
with the plasma along the current sheet away from the singularity. This
process is called magnetic reconnection and is arguably the most important
in space plasma physics. It was first suggested by Dungey in 1953, but its
significance for the space physics was not published until 1961. The term
reconnection was adopted by Dungey because he originally thought that field
lines did break and then join up again in the new topology. Then it was re-
alised that this breakdown of Maxwell’s laws was not necessary and the term
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Fig. 30. Schematic of the process of magnetic reconnection
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Fig. 31. Parker–Sweet reconnection geometry

merging was adopted by many scientists. The field lines that, for an instant,
simultaneously have both the topologies and connect to the singularity at
the centre of the diffusion region, are called the separatrices as they divide
plasma and field lines that are moving towards the reconnection site (in the
inflow region) from those that are moving away from it along the current
sheet (in the outflow region).

The reconfiguration can proceed in a steady-state manner with inflow
and outflow (making Ey the same everywhere for an infinite planar current
sheet). We can analyse the region around the diffusion region, where frozen-in
applies, and set boundary limits on the processes inside the diffusion region.
Parker and Sweet analysed the simplest case, that is the symmetric case,
where field and plasma conditions are the same on the two sides of the current
sheet with reconnection taking place over a length D in the x direction. The
geometry is shown in Fig. 31. If we give all parameters in the inflow region a
suffix “in” and those on the other side of the separatrices an “out” label, in
steady state,

Ey = VinBin = VoutBout (59)

The Poynting flux in a plasma is S = (E ×B)/µo and so the total power
input from both sides, per unit length in y dimension is

Pin = 2DS =
2DEyBin

µo
(60)

By conservation of energy, this is equal to the rate at which energy is given
to the outflowing plasma

Pout =
2DEyBin

µo
=

1

2

δm
δt
V 2
out (61)

where (δm/δt) is the rate at which mass is transported into the outflow
region. By conservation of mass this must equal the rate of mass inflow into
the current sheet (from both sides of the boundary)
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δm
δt

= 2mNinVinD (62)

substituting for (δm/δt) in (61) and equating Pin and Pout (steady state)

2DEyBin
µo

= mNinVinDV
2
out (63)

from (59)

2DEyB
2
in

µo
= mNinEyDV

2
out

Vout =
(2)1/2Bin

(µomNin)1/2

Vout = (2)1/2VAin (64)

(65)

Where VAin is the Alfvén speed in the inflow region. Note that the outflow
speed is independent of the electric field Ey. The motion of magnetic flux into
the current sheet is associated with the electric field Ey, as is the transport
of magnetic flux along the current sheet. An electric field is the same as a
flux transfer rate per unit length (the unit of volts is the same as Wb s−1)
and so Ey is called the reconnection rate. Integrated along the length of the
singularity in the y direction (the X-line, or neutral line), the electric field
Ey gives a reconnection voltage (the total flux transfer rate).

Consider conservation of mass again

2DVinmNin = 2LVoutmNout (66)

where Nin and Nout are the plasma concentrations in the inflow and outflow
regions respectively by (64) and (66)

Vin =
(2)1/2VAin(LNout)

(DNin)
(67)

Given that the current sheet has a width L ≈ 1/(µoσVin) (58)

Vin =

{
(2)1/2(Nout/Nin)

RMA

}1/2

VAin (68)

where RMA is the inflow region Reynolds number (= µoσVAinD). We know
RMA is very large (frozen-in applies away from the current sheet) and that
Nout andNin are roughly the same, so by (64) Vin is very small. (This can also
be seen from (67) because L� D). By (59), if Vin is small then Ey must be
also. Thus the conclusion from Parker and Sweet’s work was that reconnec-
tion takes place, but is too slow, i.e. Ey is too small to explain the phenomena
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observed. For example, let us quantify Parker–Sweet reconnection at Earth’s
magnetopause, a current sheet where the solar wind, and frozen-in interplane-
tary magnetic field, meet Earth’s magnetospheric field (see Section 5.2). This
is useful because we have good in-situ satellite data from this boundary and a
variety of satellite and radar observations that show that reconnection in this
current sheet yields voltages that can exceed 150 kV. At this current sheet,
σ ∼ 108 mhos m−1, B ∼ 20 nT, Nout ∼ Nin ∼ 2 × 107 m−3 and m ∼ 1 amu
(proton plasma). These values yields VAin = Bin/(µomNin)1/2 ∼ 100 km s−1

and so by (68) Vin ∼ 3× 10−3 m s−1. By (59), this yields a reconnection rate
of Ey = VinBin ∼ 6× 10−11 V m−1. Thus even if we extend the reconnection
singularity in the y direction into an X-line that is as much as Y = 30RE
long (i.e over the entire dayside of the magnetospheric surface), we have a
voltage of Y Ey ∼ 12 mV. This shows that reconnection, in this Parker–Sweet
form at least, is wholly inadequate.

Fig. 32. Petschek reconnection geometry

Thus after the work of Parker and Sweet it appeared that reconnection
was a real phenomenon, but far too slow to do anything significant. This
situation was changed by the work of Petschek. He postulated that MHD
shocks could stand in the inflow to the current sheet, as shown in Fig. 32.
These have several effects: (a) they deflect the flow so as to decrease the
flow normal to the shock and increase the flow tangential to it; (b) they
carry current so that they deflect and decrease the magnetic field; (c) they
accelerate plasma (via the J × B force); (d) they compress the plasma so
Nout > Nin; (e) they convert magnetic energy to particle kinetic energy; and,
most importantly, they do all these things over a region of much greater extent
than the diffusion region itself. We now know that they need not necessarily
be shocks, Alfvén waves having the same effects.

We can gain some idea as to why this is so much more effective if we
return to magnetic annihilation. Remember, we need to remove the outflow
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plasma to prevent the inflow being choked off. In Parker–Sweet, (Fig. 31)
the outflow is restricted to the current layer, which we have shown is thin
(only at the centre of the current sheet is Bout normal to the current sheet so
that V = E ×B/B2 is fully along it). In Petschek reconnection, the outflow
is everywhere between the two shocks (where Bout is normal to the current
sheet) and so the outflow region is much broader. This allows the outflow
rate to be much, much greater and so this does not limit the reconnection
rate to anything like the same extent as in Parker–Sweet reconnection.

Analysis of Petschek reconnection is largely a matter of geometry. It is
intricate in detail but similar in principle to the Parker-Sweet analysis. Two
additional physical considerations that are needed are that, because ∇×B =
0, the field component perpendicular to the shocks, B⊥ must be the same on
both sides of the shock and that mass conservation applies to the shock (so,
in steady state, mass flux into shock equals mass flux out of it). The analysis
concludes

Vout = VAin cos(χ) (69)

Where χ is the angle between the current sheet and the shocks. This is almost
the same equation as for Parker–Sweet (cosχ has replaced 21/2). It can be
shown that

1

2
sin(χ) ≤

{
Vin
VAin

}
≤ sin(χ) (70)

so the inflow speed is a large fraction of the inflow Alfvén speed (remember for
Parker–Sweet reconnection (P–SR), Vin/VAin = {(2)1/2(Nout/Nin)/RMA}1/2
which was very small because RMA is very large). As a result, Ey = VinBin
is much larger than for P–SR.

It turns out that the optimum VAin sin(χ) (giving the largest Vin) is at
χ ≤ 6◦ (i.e. small perturbation of the inflow). This means sin(χ) ≤ 0.1 and by
(70), 0.05 ≤ Vin/VAin ≤ 0.1. If we return to the magnetopause current sheet
conditions that we considered for P–SR, with VAin = 100 km s−1 Petschek
reconnection can give us Vin up to 10 km s−1 (this is very large compared
to the Vin of 3 × 10−3 m s−1 for P–SR) and for Bin = 20 nT gives Ey of
1 mV m−1, which when applied to the reconnection X-line Y = 20RE long
this gives a voltage of V = 10−3×20×6370×103 = 125 kV. This is the sort of
voltage that we see across the magnetosphere and thus Petschek reconnection,
unlike P–SR, is fast enough to explain what we observe. There are other
Alfvénic disturbances which can stand in the inflow and outflow regions and
so modulate the reconnection rate and cause structure in the outflow layer.

2.6 The Role of Magnetic Reconnection in the Solar Corona and
Inner heliosphere

Observations show frozen-in magnetic field being continuously dragged over
the Earth. At heliocentric distances of 1 AU, the flux transport is always
outward because the solar wind is always away from the Sun. But this field
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is, at least initially, rooted in the base of the convection zone of the Sun. It
is instructive to look at the rate of (unsigned) poloidal field transport in the
ecliptic plane. Using (41), i.e. assuming frozen-in flux, the total poloidal flux
transport rate ΦPE across r = R = 1 AU in the ecliptic plane is given by
2πRVr|BN |, where Vr is the radial solar wind velocity and BN is the poloidal
field (here perpendicular to the ecliptic, i.e. BN = [BZ ]GSE). Using mode
values of Vr = 370 km s−1 and |BN | = 2 nT, yields ΦPE = 7 × 108 Wb s−1.
This is not the total transport of open flux to beyond r = 1 AU because
we have not considered toroidal field and some poloidal field will emerge
only at higher heliographic latitudes and not be seen in the ecliptic plane.
Nevertheless, the flux transfer rate ΦPE would alone be able to replenish a
typical total open flux of Fs = 4×1014 Wb in a time (Fs/ΦPE) of just 7 days
and open flux would grow at a rate of at least 2× 1016 Wb yr−1 if this were
the only active process. Clearly open solar flux does not remain rooted in the
base of the CZ and must become disconnected from the Sun. In steady state,
the total connected open flux passing through r = 1 AU would be balanced
by the same amount of disconnected flux and so half of all flux transported
by the solar wind would be disconnected. Imbalances between connected and
disconnected flux transport will cause the open flux to grow and decay.

Reconnection has a key role in the disconnection of open flux. Figure 33
illustrates one way in which reconnection can reduce the amount of connected
flux. It shows two BMRs that have emerged through the photosphere, and
where some of this flux has risen through the corona to become open. (The
coronal source surface is a convenient concept that is discussed further in the
next section; it enables us to define any flux that threads it as “open”). Where
open field lines (O) come into close proximity and have opposite polarity, re-
connection can take place at an X-line XE in the current sheet between them.
If the reconnection voltage along such an X-line is VO , then in a time ∆t a flux
∆FO = VO∆t is reconfigured and the initial (unsigned - i.e. of either inward
or outward polarity) open flux involved, 2∆FO (with topology O), is halved
to ∆FO (with topology RO). The U-shaped field moving away above XE is
often called disconnected flux, but is, in fact, topologically still connected to
the Sun as it is part of the extended loop that makes up the reconfigured
open flux RO (see the wider scale view given in Fig. 36). Such U-shaped
structures have been observed by in-situ heliospheric observation, using the
heat flux to deduce the field topology [McComas et al., 1991]. In addition,
the loop of closed reconnected flux has been seen in falling downward through
the corona following streamer disconnection events [Wang et al., 1999b] and
flowing CME release events [Webb and Cliver, 1995, Simmnet, 1997, Wang
et al., 1999a].

Reconnection can also help us understand how low-latitude coronal hole
extensions, as seen in the declining phase of the solar cycle, can rigidly coro-
tate whereas the photosphere beneath them shows differential rotation [Wang
et al., 1996]. The concept is illustrated in Fig. 34. By reconnecting with a
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Fig. 33. Reconnection of open flux which has emerged in two different BMRs at
a reconnection X-line XE , which converts open flux like O (shown in black) into
reconfigured open flux RO (shown in grey) and additional closed flux (C)
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Fig. 34. The motion of open field line footprints caused by reconnection with
closed flux in the corona. The footprint of open field line O moves from A to B due
to reconnection at X with a closed loop (C). The closed loops are broken up into
smaller structures and one is shown here descending back through the solar surface

closed loop of the “magnetic carpet”, C, the footprint of the open field line
O moves from A to B and so the open flux can have a different motion to the
photospheric rotation of the closed field lines. Wang et al. [1996] show how
field lines must be opened at the leading edge of a coronal hole extension by
reconnection of this type and then closed again at its trailing edge. In this
way, the coronal hole extension can rotate faster than the closed photospheric
flux. Note that at A, the original footpoint of the open field line, a closed
flux loop is generated which is shown in Fig. 34 as falling back through the
solar surface. This disappearance of flux from the photospheric surface was
often termed flux cancellation, but Fig. 34 offers an explanation in terms of
reconnection and flux being subsumed below the surface. The same effect
would occur underneath the reconnection site XE between the two BMRs in
Fig. 33. Harvey and Hudson [2000] provide evidence that this submergence
is the cause of the majority, perhaps all, flux cancellation sites by showing
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that the magnetic field disappears from the chromosphere first and from the
photosphere soon after.

In Fig. 34 open flux is conserved and the mechanism shown in Fig. 33
cannot be the only way that open flux is lost because, although it helps open
flux migrate towards the poles, it does not readily explain the reversal of the
open field in polar coronal holes shortly after sunspot maximum, as seen in
Fig. 14. Figure 35 shows another proposed mechanism which removes open
flux of the old (previous cycle) polarity from the polar coronal hole (from
Schrijver et al., 2002). Here successive reconnections draw the open field line
footprints to lower latitudes, where the flux is finally disconnected. This is
a variant of the proposal by Fisk and Schwadron [2001], in which the open
flux continues to migrate into the opposing hemisphere. The equatorward
migration in the open flux proposed in Fig. 34 can help generate the open
flux that appears at lower latitudes as the cycle progresses (the alternative
mechanism being emergence of new open flux in active regions with poleward
migration).

The open flux can be estimated from photospheric magnetogram data
using the potential field source surface (PFSS) procedure [Schatten et al.,
1969] by adopting a number of assumptions. The surface field is assumed
to be radial, so that the component normal to the surface can be computed
from the observed line-of-sight component (and, even then, no information
is available from near the poles). The field is also assumed to be radial at a
coronal source surface which may only be a hypothetical surface, but which is
usually assumed to be spherical, heliocentric and at r = 2.5Rs. The corona is
assumed to be current-free between the photosphere and the coronal source
surface (∇ × B = 0, an assumption that is, in fact, inconsistent with the
occurrence of reconnection in the corona) and Laplace’s equation is solved
for Carrington maps of the photospheric field by assuming that all fields
are constant over each Carrington rotation interval. Field lines which reach
the coronal source surface are defined as open and the flux they constitute
quantified. Wang et al. [2000b] used the PFSS method to study open flux
evolution. Large concentrations of open flux are deduced in the active region
belts, and in the polar coronal holes, similar to the surface flux shown in
Fig. 14. However, the open flux is much more concentrated into patches than
the surface flux and, although some poleward migration of the trailing spot
polarity from the active regions towards the poles is seen, this is not as clear
as for the poleward surges in the surface flux. Nevertheless, this implies much
of the open flux seen at lower latitudes emerged there, rather than migrating
equatorward in manner illustrated in Fig. 35.

Figure 36 illustrates some other reconnection scenarios relevant to the
growth and decay of open flux. An X-line of the type discussed in Fig. 33 is
shown at equatorial latitudes, XE , and this converts the loops of open flux
from BMR in opposite hemispheres (labelled 1 in Fig. 36) into reconfigured
open flux with photospheric footpoints in opposing hemispheres (labelled 2).
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Fig. 35. The hemisphere-symmetric reconnection sequence which destroys polar
open flux proposed by Schrijver et al. [2002]. (a) Shows field lines erupting from
the overshoot layer at the base of the CZ. The same magnetic field lines enter
the overshoot layer as polar, poloidal, open field. In part (b) the coronal loops
associated with this emergence reconnect with the open segment of the same field
line, making the open flux footprints migrate equatorward. The open flux is then
disconnected by reconnection at low latitudes (c and d). Other reconnections reduce
the large-scale surface flux to small-scale patches that can readily be dispersed by
granular and supergranular motions

reconnection in the central current sheet separating the two magnetic hemi-
sphere (at XCS) can generate magnetic islands and plasmoids (labelled 4);
however, it must be remembered that Fig. 36 is only a 2-dimensional slice
and such field lines are likely to be helical flux that is still connected at both
ends, out of the plane of the diagram[Gosling et al., 1995]. Complete discon-
nection requires reconnection with open flux, such as shown at reconnection
sites XN and XS . Figure 36 has been drawn such that some field lines are
disconnected in the southern hemisphere first: field line 5 has been recon-
nected at XS , and so has been disconnected from the southern hemisphere
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Fig. 36. Potential magnetic reconnections in the solar corona/inner heliosphere
and open field line topologies (see text for details). Light grey field lines are “old”
open flux which collected in the polar coronal hole during the previous cycle; darker
grey field lines have been completely disconnected from the Sun and black field lines
are open flux that has emerged during the current solar cycle

but not the north. Only when it is subsequently also reconnected at XN is the
flux fully disconnected from the Sun (field line 6). Topologies 2, 5 and 6 can
be recognised in the heliosphere from observations of superthermal electron
flows called strahl [McComas et al., 1991, Larson et al., 1997]. These electrons
are generated in the solar corona and flow away from the Sun. Bidirectional
strahl reveals a field line directly connected to the sun at both ends (topology
2), whereas unidirectional strahl implies direct connection at one end only
(topology 5). Complete absence of strahl may indicate topology 6, but care
must be taken because strahl electrons are readily scattered into less easily
and more isotropic distribution functions (halo electrons) by structures such
as corotation interaction regions (CIRs) where fast and slow solar wind flows
meet. Thus the absence of strahl does not uniquely label an open field line
as disconnected [Larson et al., 1997].

The reconnection at XS and XN reduces the flux of old open flux which
accumulated in the polar cap during the previous solar cycle (topology 7)
and so can help explain why the polar coronal hole flux decays in the ris-
ing phase of each solar cycle, prior to the reversal of the polar field shortly
after solar maximum. After all the old-polarity open flux in the polar caps
has been removed, the poleward motion of the more open flux allows the
accumulation of a polar coronal hole of the new polarity during the declining
phase of each cycle. Fisk and Schwadron [2001] suggest that this mechanism
is inadequate because it can only take place on the edges of the coronal holes
and so mechanisms like that shown in Fig. 35 are also required.
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In addition to its role in the large-scale evolution of the magnetic field
in the corona and heliosphere, magnetic reconnection plays a key role in
transient events. The explosive release of energy in flares is caused by the
release of magnetic energy made possible by the reconfiguration of the field.
In addition, CME release models generally invoke reconnection, although
buoyancy and other factors are also important. To the left of Fig. 36 is an
example of such a model in which “tether” field lines (of topology 2) are eaten
away by reconnection at the top of the emerging CME bubble (field line 3).
This is called the “breakout” CME release model and involves a quadrupolar
field configuration in which the inner part of the central field line arcade are
sheared by antiparallel footpoint motions near the equator causing the proto-
CME field lines to bulge upward [Antiochos et al., 1999]. Clearly, evolution of
flux topology in each such CME release also has implications for the overall
cycle of open magnetic flux. However, this is certainly not the only model of
CME release and there is currently much debate in the literature, evaluating
each against observations. A recent review of CME release models has been
given by Klimchuk [2003].

Figures 33–36 illustrate how magnetic reconnection is a vital part of the
observed magnetic cycle and even in the rotation of the solar corona. The
relative roles of the different types of reconnection in the evolution of the
open solar flux is still a matter of debate.

2.7 The Ulysses Result and the coronal source flux

There is no clear distinction between closed field lines, like those labelled
C in Figs. 33 and 34, and more distended loops that extend out into the
heliosphere, which we call open. However, there is an important difference
because field lines that reach radial distances, r, large enough to be frozen into
the solar wind outflow will be dragged out to the outer heliosphere, whereas
closed loops in the lower corona do not necessarily evolve the same way. As
mentioned in the previous section, a convenient concept used to separate
these two classes of magnetic flux loop is the coronal source surface. This
can be defined as where the magnetic field becomes approximately radial. As
such, it is quite possible that there are times and places where such a surface
does not exist. In practice, we usually take the coronal source surface to be
spherically symmetric at r = 2.5Rs. This is very valuable as it allows us to
quantify the total open magnetic flux of the Sun, which we call the coronal
source flux, FS .

Because of the high solar wind velocity, the magnetic flux crossing the
heliospheric current sheet(s) between the coronal source surface and Earth
(r = R = 1 AU) is a small fraction of FS [Lockwood, 2002c], which means by
conservation of magnetic flux, we can use the equation

F (r) = 4πr2< |Br(r)| >
2

≈ Fs = 4π(2.5RS)2< |Br(r = 2.5RS)| >
2

(71)
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where < |Br(r)| > is the mean of the absolute value of the radial field,
averaged over the heliocentric sphere of radius r. This definition quantifies
the signed open flux (i.e. the total of one polarity): assuming that there are no
magnetic monopoles in the Sun (or, more precisely, that there is no imbalance
in the numbers of opposite polarity monopoles), half the field through any
surface around the Sun will be toward and half away, hence the inclusion of
the factor 2 in (71) and the unsigned flux is simply 2FS .

A useful parameter for evaluating the interplay between the particles and
magnetic field of a plasma is its beta, the ratio of the thermal particle pressure
to the magnetic pressure

β =
2µoNkBT

B2
(72)

The magnetic pressure acts perpendicular to the field and so if we are con-
cerned with the heliospheric tangential pressures, we require the tangential
plasma temperature but the radial field.

From (71) the average Br will fall with a 1/r2 dependence with increasing
r. Similarly, given the solar wind velocity VSW is approximately constant at
r greater than about 10Rs, and the total flux of particles must be conserved,
the solar wind density NSW must also fall with a 1/r2 dependence. The
solar wind solutions require the plasma temperature fall of with less than a
1/r dependence and TSW (r) ∝ r−2/7 is a useful approximation. Using these
dependences on r, with typical values near Earth (r = 1 AU) of 5× 106 m−3,
5 nT and 105 K for NSW , Br and TSW , respectively, (72) gives the variation
of β shown in Fig. 37.
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It can be seen that although β approaches unity near Earth, it is very
small in the region where the solar wind is accelerated. In reality, NSW will
fall off less rapidly than assumed because of the rise in VSW with r and
so β will fall to even lower values between the coronal source surface at
about 10RS. These low β values mean that the tangential magnetic pressure
will be much greater than the tangential thermal plasma pressure. The solar
wind is flowing approximately radially and so the dynamic pressure does
not contribute significantly to the tangential stress balance. As a result, the
flow in the low-β region will become slightly non-radial such that by about
r = 10RS any tangential magnetic pressure differences have been ironed out.
When this has been achieved, the radial field Br is approximately independent
of latitude, as has been observed by the Ulysses spacecraft, the first craft to
view the heliosphere outside the ecliptic plane. The latitudinal uniformity
of the radial field Br was first found to apply as the satellite passed from
the ecliptic plane to over the southern solar pole [Smith and Balogh, 1995,
Balogh et al., 1995]. Suess and Smith [1996a] and Suess et al. [1996b] then
provided the above explanation in terms of the pressure transverse to the
flow in the expanding solar wind. The result is consistent with the heliosphere
containing thin current sheets, but not “volume currents” spread over a larger
cross-sectional area.

Subsequently, this result has been confirmed during the pole-to-pole “fast”
latitude scan during the first perihelion pass and during the second ascent of
Ulysses to the southern polar region (Lockwood et al. [1999b] and Smith et al.
[2001], respectively). Recently, the second perihelion pass has also underlined
the generality of the result [Smith and Balogh, 2003].

The first perihelion pass took place during the interval September 1994–
July 1995 when solar activity was low (the average sunspot number during
the pass was < R >= 23.5). On the other hand, the second perihelion pass
(December 2000–October 2001) was near sunspot maximum (< R > was
106.5). Thus the result appears to apply at all phases of the solar cycle. Fig-
ures 38 and 39 (from Lockwood et al., 2004) shows the results for the two
perihelion passes. The difference between the solar minimum and solar max-
imum heliosphere is immediately apparent in the radial field. As discussed
before, the field at sunspot minimum is separated into two clear hemispheres
of toward and away field, with only a relatively flat HCS between the two
arising in the equatorial streamer belt. However, at sunspot maximum there
are several regions of toward and away flux with current sheets between them
at all latitudes. It is not clear if there are indeed multiple current sheets or
if this is a single HCS that has been severely warped so it intersects any
one meridian at several different latitudes. If we average over 27-day solar
rotation periods, the modulus of the radial field is very similar to that seen
simultaneously at Earth in both the sunspot-minimum and -maximum cases
[Lockwood et al., 2004].
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Fig. 38. Data from the first perihelion pass by the Ulysses spacecraft (the first
“fast latitude scan” which took place between September 1994 and July 1995, near
sunspot minimum), as a function of the craft’s heliographic latitude. The thin line
bounding the grey area shows daily means of the radial field observed by Ulysses,
Bru, range-corrected for the radial distance of Ulysses, r = ru to r = r1 = 1 AU
using a 1/r2 dependence. The thick black line gives the 27-day means of the modulus
of this value. The dashed line shows the corresponding means of the values seen
simultaneously near Earth by the IMP-8 spacecraft

Smith and Balogh [1995] noted that the uniformity of the radial field
allowed computation of the total open solar flux from radial field values,
wherever they are measured, because the mean value < |Br| > equals the
observed value. From (71)

FS =
4πr2|Br(r)|

2
(73)

Using the data summarised by Figs. 38 and (40), Lockwood et al. [2004] have
shown that the error in the FS estimates made using (73) are less than 5% for
averaging timescale > 27 days, on which longitudinal structure is averaged
out. This applies at both sunspot minimum and maximum.

As discussed in the previous section, the PFSS method allows us to com-
pute the open flux from surface magnetogram data. Despite the assumptions
involved, and complications that can be introduced by magnetogram satura-
tion effects and the lack of information over the solar poles, the results from
the PFSS method and from near-Earth methods using Eqn. (73) are rather
similar [Wang and Sheeley Jr., 1995, 2004, Lockwood, 2003, Lockwood et al.,
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Fig. 39. Same as Fig. 38 for the second perihelion pass by the Ulysses spacecraft
(the second fast latitude scan which took place between December 2000 and October
2001, near sunspot maximum). Simultaneous near-Earth data in this case comes
from the ACE spacecraft

2004]. This has been true for almost 3 solar cycles now, which demonstrates
that the Ulysses result that the field is constant is a general one.

Using (73) we can use all the data on the radial field Br that has been
obtained since the start of the space age to study the open solar flux. Inter-
calibration of the various magnetometer datasets is an issue here, particularly
for the earliest data. However, by comparisons of all available data Couzens
and King [1986] have arrived at the most reliable composite dataset of the
early data, which has subsequently been continued (the “Omnitape” set). The
results are shown in Fig. 40. It can be seen that the flux has been of order
5 × 1014 Wb and showed strong solar cycle variations (amplitude of order
3.5× 1014 Wb) during cycles 21 and 22, but a variation of smaller amplitude
during cycles 23 and 20. In fact, cycle 20 showed very little variation at all
(although calibration of these earliest data may be a factor here). The largest
values are seen early in the declining phase of the sunspot cycle, just after
the polar field has changed polarity.
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Fig. 40. (Top) The open solar flux, FS , derived from near-Earth observations of the
radial component of the IMF and using the Ulysses result. (Bottom) The sunspot
number, R. The vertical dashed lines give the times of the two Ulysses fast latitude
(perihelion) passes and the dashed horizontal lines in the upper panel are obtained
by integrating the Ulysses data over all latitudes. The corresponding horizontal
dashed lines in the lower panel are the mean values of R over the duration of the
perihelion passes.

3 The heliosphere, cosmic rays and cosmogenic isotopes

3.1 Cosmic Rays

The previous sections have described how the Sun ejects a continuous, but
highly variable stream of solar wind plasma into the heliosphere, which car-
ries with it a magnetic field, the total flux of which is FS which we can es-
timate from near-Earth measurements. The heliospheric field dominates the
behaviour of the plasma out to the boundary where the heliosphere meets in-
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terstellar space, the heliopause. The field in the outer heliosphere, beyond the
termination shock, is weaker than in the inner heliosphere where it follows
a Parker spiral configuration, perturbed by the warped HCS and features
like CIRs and CMEs . The heliosphere acts as a shield for Earth because it
reduces the flux of energetic particles called cosmic rays reaching the inner
solar system. There are three classes of cosmic rays:

Galactic Cosmic Rays (GCRs). These are accelerated at the shock fronts
of explosive galactic events such as supernovae. The flux of GCRs incident
on our heliosphere is expected to vary on very long timescales as our Sun
passes through the spiral arms of our galaxy. There is some evidence from
meteorites for this long timescale variation (Shaviv, 2002). These particles
mainly have energies between about one and a few tens of GeV, with a
low flux in a high energy tail to the spectrum. The flux of GCRs has been
continuously and systematically monitored now for over 50 years by a network
of ground observatories which measure the neutrons or muons they produce
in the atmosphere. Earth’s magnetic field adds to the shielding caused by
the heliosphere and limits the ranges of particle that can be seen at any one
site. The key parameter is the ridgidity of the GCRs which is a measure of
the tendency of the particle to keep moving in a straight line. Ridgidity is
measured in GV, but because the particles move at close to the speed of light,
their energy is close to the ridgidity value expressed in GeV. The geomagnetic
field places a cut-off threshold on the particles that can be seen at any one
site. Close to the geomagnetic equator this is close to 15 GV, whereas at mid
latitudes particles of a few GV and above can be seen. At the polar latitudes
the geomagnetic cut-off falls below a 1–2 GV cut-off set by the atmosphere.
Secular changes in the geomagnetic field will cause changes in the cut-off
rigidity of a given site to change [Bhattacharyya and Mitra, 1997].

Anomalous Cosmic Rays . These originate from neutral particles in the lo-
cal interstellar wind that therefore drift across the heliopause before they are
ionised within it. They are accelerated at the heliopause and/or termination
shock.

Solar Cosmic Rays . These are generated at the shock fronts of explosive
events on the Sun, for example the leading edge of CMEs. Because they are
somewhat lower energies (up to several hundred MeV) and come from the
Sun, these are now generally referred to as solar energetic particles (SEPs).

The energy and composition spectra of GCRs provide unique information
on astrophysical processes, but interpretation is complicated by the effects of
magnetic fields which influence the particle’s trajectory, particularly within
the heliosphere [e.g. Ginzburg, 1996]. At Earth, GCRs (and the secondary
products generated when they hit the atmosphere) can deposit significant
charge in small volumes of semiconductor to cause malfunctions in the avion-
ics of spacecraft and aeroplanes [e.g. Dyer and Truscott, 1999]. In addition,
the implications for human health of prolonged exposure to cosmic rays in
high-altitude aircraft has been the focus of recent study [Shea and Smart,
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2000]. GCRs also generate conductivity in the sub-ionospheric gap, allowing
current to flow in the global electric thunderstorm circuit [e.g. Bering et al.,
1998, Harrison, 2003] and it has been suggested in recent years that they influ-
ence the production of certain types of cloud with considerable implications
for Earth’s climate[Marsh and Svensmark, 2000b]. The spallation products
of GCRs hitting atomic oxygen, nitrogen and argon in Earth’s atmosphere
(cosmogenic isotopes, stored in reservoirs such is tree trunks and ice sheets)
are often used as indicators of solar variability in paleoclimate studies [e.g.
Bond et al., 2001, Neff et al., 2001], although the implied links between total
solar irradiance variations and cosmic ray shielding by the heliosphere are
not yet understood [Lockwood, 2002a,b]. In all these studies, understanding
how the heliosphere influences GCR fluxes and spectra, of both hadrons and
electrons [Heber et al., 1999], is of key importance.

3.2 Cosmic Ray Modulation by the heliosphere

The modulation of GCRs is described by Parker’s transport equation [Parker,
1965, Potgieter, 1998] an expression giving the GCR phase space density,
f(r,v, t), where r is heliocentric position vector, v is the GCRs’ velocity and
t is time

∂f

∂t
=

∂

∂xi

[
κSij

∂

∂xj

]
−V SW · ∇f −V d · ∇f +

1

3
∇ ·V SW

[
∂f

∂ ln p

]
+Q (74)

Phase space density f(r,v, t) is also called the particle distribution function
and is the number of particles per unit volume of ordinary space that also
fall into unit volume of velocity space. Phase space is thus a 6-dimensional
space with three spatial dimensions (x, y, and z, where r2 = x2 + y2 + z2)
and the three corresponding velocity dimensions (vx, vy and vz). If N is
the number of particles in a 3-dimensional volume d3r = dxdydz and also
within a velocity space volume d3v = dvxdvydvz (i.e. with x between x and
(x + dx), vx between vx and (vx + dvx), . . . etc.), the phase space density is
f(r, v, t) = N/(d3rd3v). Phase space density therefore has units of m−6 s3.
For azimuthal symmetry, as generally imposed on charged particles by the
presence of a magnetic field, E = mv2/2 yields vd3v = (2/m2)EdEdΩ where
E is energy and dΩ is solid angle. The total flux is the number of particles
passing through unit area (normal to unit vector n) in unit time

F (r, t) =

∫

V

f(r,v, t)n · vd3v =

∫

E

∫

Ω

f(r, E, t)

(
2

m2

)
EdEdΩ (75)

F is measured in m−2 s−1. We define the differential number flux, j(r, t) (also
called the particle intensity) to be the total flux per unit energy and per unit
solid angle and so from (75)

j(r, t) =
d2F (r, t)

dEdΩ
= f(r, E, t)

(
2

m2

)
E (76)
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GCR differential number flux is usually measured in m−2 s−1 sr−1 GeV−1.

Fig. 41. An example of a proton GCR spectrum (differential number flux j as
a function of energy) near Earth. The solid line is a prediction using Parker’s
transport equation at a given phase of the solar cycle and with negative polarity
(A < 0) polar solar field. This assumes the interstellar spectrum of GCRs outside
the heliosphere shown by the dashed line. The points are the corresponding observed
spectrum from ionisation chambers carried on balloon flights

The terms on the right-hand side of (74) allow for (in order): diffusion
(due to scattering from irregularities), convection (due to bulk solar wind
flow), particle drifts - gradient and curvature drifts due to changes of the
heliospheric field within a particle gyroradius [Jokipii et al., 1977, Jokipi,
1991], adiabatic cooling (or heating) and any local source Q (for example the
addition of anomalous cosmic rays). The factor κsij is the symmetric diffusion
coefficient and V SW is the outward solar wind velocity. The theory of cosmic
ray transport in the heliosphere [Fisk, 1999, Moraal et al., 1999] is mature
and work in recent years has been mainly to evaluate the magnitude, spatial
and energy dependence of the different terms in the Parker equation. Our
present understanding has been obtained through theoretical estimations of
the different modelled parameters and their comparison to the limited data
available. Figure 41 shows a typical GCR spectra (differential number flux, as
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given by (76), as a function of energy) simulated using (74), and as obtained
from balloon flights above Earth’s atmosphere. The figure demonstrates that
the energy-dependent shielding effect [Dorman et al., 1997] of the heliosphere,
as predicted using the Parker equation, is greater at lower energies. A good
fit to observations can be obtained at all phases of the solar cycle [e.g. Bonino
et al., 2001] but there are key free parameters. In particular, the initial in-
terstellar GCR spectrum is assumed and is not independently measured.

More information is available from satellites at various distances from
Earth in the ecliptic plane and recently the Ulysses spacecraft has monitored
the spectra out of the ecliptic. As a result of these satellite observations, the
modulation effects of outward convection and adiabatic energy losses by the
solar wind speed are relatively well understood [Goldstein, 1994]. Similarly
drift effects in the smooth background field are also well understood (even
near discontinuities such as the heliospheric current sheet, the termination
shock and the heliopause). The problems arise mainly from the great un-
certainties remaining about the effect of irregularities in the magnetic field
and our lack of understanding of the scattering of charged particles that they
cause parallel and perpendicular to the heliospheric field [Moraal et al., 1999].
To help this analysis we only have theoretical estimates of the diffusion coeffi-
cient κsij , derived from first principles by looking at charged particle scattering
caused by complex space-time dependent plasma turbulences [Parhi et al.,
2001]. The effect of irregularities produces a good correlation between the
charged GCRpropagation and heliospheric magnetic field variations, which
has recently been observed [Droge, 2003].

Because the amplitude of magnetic irregularities in the heliosphere in-
creases with the magnitude of the field, we would expect a strong anti-
correlation between heliospheric field strength and GCRfluxes, if the diffusion
term dominates. Initial studies of the cosmic ray flux and the interplanetary
magnetic field did not find a strong relationship between the two [e.g. Hedge-
cock, 1975]. This may have been because of poor calibration of the dataset,
or because the first cycle observed (sunspot cycle 20) was a very unusual one,
following the strongest solar cycle since reliable sunspot data began (which
is also inferred to be the strongest solar cycle in the last 1.3 millenia [Usoskin
et al., 2003c, 2004]). Subsequently, cycles 21, 22 and 23 have shown a very
strong and highly significant anticorrelation between GCRfluxes and the mag-
nitude of the local heliospheric field at Earth (the interplanetary magnetic
field or IMF [Cane et al., 1999, Belov, 2000, Lockwood, 2003]).

These strong anti-correlations between GCRfluxes and the heliospheric
field have recently led researchers to investigate the effect of solar modulation
of GCRs using much simpler concepts than the full Parker equation. For
example Wibberenz and Cane [2000] and Wibberenz et al. [2002], assumed
the radial diffusion coefficient scales as some power of the magnitude of the
IMF [Burlaga, 1987] and also assumed the presence of continuous recovery
processes (related to particle entry into depleted regions of the heliosphere
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Fig. 42. Variations of monthly means of solar, heliospheric and cosmic ray data
since 1950. The grey histogram gives the open solar magnetic flux [FS ]aa, deduced
from the aa geomagnetic index using the method of Lockwood et al. [1999a,b]. The
black line is HFIT , the best fit of the anti-correlated cosmic ray counts H, observed
by the equatorial Huancayo and Hawaii neutron monitors (which form a homoge-
neous data sequence of positively-charged hadron GCRs with rigidities exceeding
13 GV). The black histogram gives the sunspot number, R, for comparison. The
shield presented by the open solar flux is strongest (peak [FS ]aa) shortly after each
sunspot maximum, giving minima in H and peaks in HFIT . The correlation coef-
ficient between H and [FS ]aa for the full interval of coincident data (1953–2001)
is c = −0.87, which means that c2 = 0.75 of the variation in the cosmic ray flux
is explained (in a statistical sense) by the open solar flux. Allowing for the persis-
tence in both the H and the [FS ]aa data series, the significance of this correlation,
S, exceeds 99.999%, i.e. the is less than a 0.001% probability that this result was
obtained by chance [after Lockwood, 2003]

by drift and diffusion processes). From this, these authors have developed a
simple model which reproduces the cosmic ray intensity variations very well
in the last four solar cycles. This model assumes steady-state and spherical
symmetry and the cosmic ray intensity is perturbed by increases in the IMF
that propagate away from the Sun and cause a reduction in the GCRradial
diffusion coefficient. The assumed inverse coupling of the magnetic field with
cosmic ray spatial diffusion coefficients leads to the concept of propagating
diffusive barriers first introduced by Perko and Fisk [1983]. The decrease in
GCRfluxes associated with these barriers is followed by a recovery process
determined by both diffusion mechanisms and the large-scale influence of
drifts. Longer recovery times are therefore expected for periods of solar field
polarity A < 0 when particle inflows are along the heliospheric current sheet
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than for A > 0 where inflows are expected from over the poles. The recent
work by Ferreira et al. [2003] to include the interplay between these diffusive
barriers and large scale drifts in a full time dependent model has shown very
promising results concerning the charge sign-dependent modulation effects
predicted by drift theory.

Because the open solar flux quantifies the total field in the heliosphere,
good anticorrelation is also expected between it and the GCR fluxes, as shown
by Fig. 42. This plot shows the time-variation of the total open solar magnetic
flux estimate, [FS ]aa, derived from the aa geomagnetic index using the proce-
dure of Lockwood et al. [1999a,b]. These open flux estimates agree very closely
with those from near-Earth IMF observations (as shown in Fig. 40), after the
latter commence in 1965 and will be discussed in more detail later. The black
line shows HFIT , the best linear regression fit to [FS ]aa of the GCR count
rate H , as observed by neutron monitors at Hawaii and Huancayo. These two
stations provide a long, continuous and homogeneous data series on GCRs
of rigidity exceeding 13 GV. As well as matching the short-period variations
in HFIT , the alternately rounded and the V-shaped minima in [FS ]aa match
those in HFIT . This has often been cited as evidence for polarity-dependent
drifts of GCRs at sunspot minimum; however, Fig. 42 suggests an alternative
explanation, in that this appears to be a feature of open flux emergence.

Fig. 43. Cosmic rays observed by high-latitude neutron monitors (at Thule in the
north and McMurdo in the south) during the “Bastille Day” storm of 14 July 2000.
The vertical arrows 1 and 3 show the onset of Forbush decreases caused by the
passage nearby of large CME events. The arrow 2 marks the start of a “ground-
level enhancement” of solar protons (i.e. an SPE) generated at the shock on the
leading edge of the second CME which impinged on the Earth
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Figure 43 stresses the role of individual diffusive barriers in shielding
Earth from GCRs. These data were taken around the time of a major geo-
magnetic storm on 14 July 2000 (as this was the anniversary of the storming
of the prison in Paris, it was termed the “Bastille day storm”). During this
event, a CME passed close by the Earth, sufficient to cause shielding of GCRs
in what is termed a Forbush decrease [Cane, 2000]. The second CME hit the
Earth and its arrival was heralded by energetic protons accelerated at the
shock front on the leading edge of the CME. This lead to the ground level en-
hancement (GLE) where large fluxes of solar protons reach ground level, most
readily in the polar caps. At sunspot maximum GCR shielding is thought to
be due to the combination of many such diffusive barriers (not only from
CMEs but also from co-rotating interaction regions, CIRs) which merge to-
gether in the outer heliosphere into a global merged interaction region that
provides an effective shield for GCRs [McDonald et al., 1993].

The location where the bulk of the GCRshielding takes place will depend
on their energy. The correlations between GCR fluxes and the open solar flux,
such as that shown in Fig. 42, are strongest at short lags. This is demonstrated
by Fig. 44, from the work of Rouillard and Lockwood [2004]. This figure
analyses the relationship between the open solar flux derived from near-Earth
measurements of the heliospheric field (using (73) and as shown in Fig. 40)
and cosmic rays of rigidity exceeding 3 GV observed by the Climax neutron
monitor. After the solar cycle period of about 11 years, the second strongest
peak in the power spectrum is a persistent variation at 1.68 years which is
revealed by passing the data through a high-pass filter. This frequency has
been noted before in GCR data and connected with several features on the
Sun showing the same periodicity [Valdés-Galicia et al., 1996, Valdés-Galicia
and Mendoza, 1998, Wang and Sheeley Jr., 2003b]. It is clearest at sunspot
maximum where it is probably related to the Gnevyshev gap [Gnevyshev,
1967, 1977, Wang and Sheeley Jr., 2003b] in solar activity. Both filtered and
unfiltered data are analysed in Fig. 44, using 11-year sliding windows which
reveal that the anticorrelation is usually significant for both the 11-year and
the 1.68-year variations. The correlation can be seen to fail for the unfiltered
data for solar cycle 20, but not for the filtered data. This suggests that the
early IMF data may indeed have suffered from calibration drifts (which would
influence the unfiltered data but be sufficiently slow to be removed by the
high-pass filter) and that the anticorrelation was really present throughout
the interval, as found for the open flux derived from the aageomagnetic index
(Fig. 42). The feature to note is that the peak correlations are all found
for relatively short lags δt (∼ 1 month). For a fast solar wind flow speed
of VSW = 700 km s−1, this places the bulk of the shielding at distances of
(VSW δt) ≈ 12 AU, which is considerably closer than where MIRs are thought
to form.

Lockwood [2001a] has used annual means to demonstrate that the an-
ticorrelation between GCRs and the open solar flux holds for the earliest
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Fig. 44. Analysis of the correlation between GCRfluxes, C, observed at Climax
(rigidity > 3 GV) and the open solar flux [FS]IMF derived from the radial compo-
nent of the IMF observed by near-Earth spacecraft. The top panel shows [FS ]IMF

(in red) and the best linear regression fit of C to [FS ]IMF (CFIT , in blue). The
correlation coefficient is 0.60 and is significant at greater than the 99.99% level.
The second panel shows ∆[FS ]IMF and ∆CFIT obtained by passing [FS ]IMF and
CFIT through a high-pass filter which supresses variations of period longer than 5
years and reveals the second largest periodicity in the spectra, a variation with pe-
riod 1.68 years. The correlation coefficient is 0.53 and is significant at greater than
the 95% level. The third, fourth and fifth panels show the results of correlations
on 11-year sliding windows of the data giving, respectively, the best-fit lag δt, the
correlation coefficient C and the significance S. In these three panels, red and black
data points and curves are for the unfiltered data [FS]IMF and CFIT (black is used
where S > 90% and red where S ≤ 90%), blue and green are for the filtered data
∆[FS ]IMF and ∆CFIT (green is used where S > 90% and blue where S ≤ 90%).
The mauve and grey points to the right of the lower three panels are the results for
the full data sequences of, respectively, unfiltered and filtered data [from Rouillard
and Lockwood, 2004]
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Fig. 45. Annual means of the coronal source flux derived from the aaindex [FS ]aa
(grey area bounded by thin black line) and best-fit linear regression of the cosmic
ray counts from various ionisation chambers. The thick black line is the variation
deduced from the data from the Fredricksberg and Yakutsk instruments, [FS ]ic.
The dashed line shows the variation scaled from Forbush’s original data, [FS ]F ,
and the stars are from Neher’s data, [FS ]N

GCR data taken using ionisation chambers (see Fig. 45). The Fredricksberg
and Yakutsk detectors are well intercalibrated and the dashed line shows the
scaled variation [FS ]F , from the best-fit linear regression of [Fs]aa with For-
bush’s original data, as presented by McCracken and McDonald [2001]. These
data were taken by a network of 5 “Carnegie Type C” ionisation chambers es-
tablished in 1936–7 which were monitored closely and corrected for sensitivity
changes [Forbush, 1958]. McCracken and McDonald point out that Forbush’s
data show a downward drift in average cosmic ray fluxes between 1936 and
1958, consistent with the downward drift in 10Be isotope abundances at this
time (see Section 5.1). This drift is sometimes suppressed by re-calibrations
of the data which implicitly, or explicitly, assume that it is instrumental in
origin [Ahluwalia, 1997]: it appears as an upward drift in [FS ]F in Fig. 45,
consistent with the open flux variation deduced from aa. In addition, Neher
made observations from high altitude ionisation chambers from 1933 to 1965.
The intercalibration of the instruments was quoted as being better than 1%
[Neher et al., 1953]. These data, scaled using a linear regression to give [FS ]N ,
are shown by the stars in Fig. 45. Both of these early cosmic ray data sets are,
like the later observations from both neutron monitors and ionisation cham-
bers, entirely consistent with the open solar flux variation deduced from the
aa index. The early data indicate a fall in cosmic ray fluxes during the 20th
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century towards present-day levels, consistent with a rise in the open solar
flux.

3.3 Cosmogenic Isotopes

Fig. 46. Schematic illustration of the deposition of cosmogenic isotopes in terres-
trial reservoirs

The observations of cosmic ray fluxes shown in Fig. 45 are the oldest
“as-it-happened” observations of cosmic rays available. To extend the data
sequence further back in time requires us to look at some products of GCR
precipitation that have been stored in terrestrial reservoirs. In particular,
the 14C and 10Be isotopes are produced as spallation products when GCRs
interact with O, N & Ar in Earth’s atmosphere. Figure 46 illustrates the
processes by which these isotopes are deposited in their respective reservoirs.
A key point is that the deposition of these two isotopes is radically different
[O’Brien, 1979, Stuiver and Quay, 1980, Bard et al., 1997, Beer et al., 1990,
Beer, 2000]. In both cases about 2/3 of the production is in the stratosphere,
1/3 in the troposphere. The 10Be takes about 1 week to be deposited in an
ice sheet from the troposphere, but of order a year from the stratosphere: it
becomes attached to aerosols before precipitating into ice sheet. The upper
layers of the ice sheet can be dated by counting layers of enhanced abundance
of photosensitive molecules (produced much more rapidly in summer) and
from identifiable volcanic dust layers from known eruptions. However, for
deeper layers (further back in time), dating requires modelling of the flow of
the ice sheet. The 10Be abundance can also be monitored using cores taken
from ocean sediments. Although differences due to local climate changes can



Solar Outputs and Their Effects 75

be found in 10Be records from different sites, the agreement is generally very
good, especially in the long-term trends [McCracken, 2004].

The 14C isotope, on the other hand, is exchanged as part of the carbon
cycle with two major reservoirs, the oceans and the biomass. Understanding
the abundance in, for example ancient trees like bristlecone pines, in terms
of the production rate requires modelling to allow for the exchange and time
constants of these reservoirs. The time constants smooth out the solar cycle
variation in but century-scale variations can be seen and compared to those
in 10Be. The one common denominator between the deposition chains for
is the production by the flux of incident GCRs. Thus when a phenomenon
correlates well with the inferred production rate of both these isotopes we
can be sure that it is the production, and not the deposition, that is causing
the variations – i.e. the phenomenon is correlating with the incident flux of
GCRs.

In paleoclimate studies, it is often assumed that the cosmogenic isotope
abundances are an index of solar variability, in the sense of the total solar
irradiance variability discussed in the next section (see for example, Bond
et al., 2001). This may be valid but it would rely on a connection that we do
not yet understand and cannot, as yet, verify. Strictly speaking, cosmogenic
isotopes tell us about the flux of cosmic rays bombarding the Earth. The
previous section has laid out the growing evidence that the dominant factor
in the modulation of the GCR fluxes is the open solar flux. However, if there
is a link between this and the total solar irradiance, we certainly do not yet
understand it. This is a crucial point for the interpretation of the cosmogenic
isotope records in paleoclimate research. To understand its significance we
need to look at the causes of total solar irradiance variability.

4 Solar Irradiance Variations

The luminosity of the Sun, L, is the total electromagnetic energy, integrated
over all wavelengths, emerging in all directions from the surface of the Sun.
Because we have never observed the Sun from over its poles, we have no
observations of L, but theory suggests a value near 3.845×1026 W. The total
solar ITS is the total power received (again, integrated over all wavelengths)
per unit normal area in the ecliptic plane at r = R1 from the Sun, where R1

is the mean Earth–Sun distance, 1 AU = 1.496× 1011 m. If the Sun were to
radiate isotropically, ITS would be L/(4πR2

1) which for the above luminosity
gives a value of 1367.2 W m−2. Given this is close to the observed values of
ITS (see Fig. 47), the above estimate of L suggests the Sun is indeed close to
being an isotropic radiator. The intensity of a point on the Sun I is the power
radiated by unit area of the solar surface into unit solid angle. If the Sun is
featureless, I everywhere equals 〈I〉D , the disc-averaged intensity, which in
turn is related to the total solar irradiance by
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ITS = 〈I〉D
(
πR2

S

R2
1

)
(77)

giving 〈I〉D = 2.011 × 107 W m−2 sr−1 for the above value for ITS of
1367.2W m−2.

Because of the variability and uncertainty of atmospheric absorption, ac-
curate measurements of the total solar irradiance (hereafter referred to as
TSI) require space-based observations and absolute radiometry from space
is very demanding. To allow for instrument degradation caused by exposure,
self-calibrating instruments usually have two identical channels, one used
all the time and the other only rarely. Nevertheless, different instruments
give different absolute values for TSI and degrade at different rates. Fig-
ure 4.1 shows the PMOD composite derived from a variety of instruments
with best allowance for their degradation and inter-calibration [Fröhlich and
Lean, 1998a,b, Fröhlich, 2000, 2003]. Others, for example the ACRIM com-
posite [Willson, 1997, Willson and Mordvinov, 2003], show similar features
but differ in subtle, yet important, ways.
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Fig. 47. Composite of several datasets from different spacecraft showing the total
solar irradiance variation since 1979. Data are from the HF instrument on Nimbus
7, the ACRIM-1 radiometer on SMM, ACRIM-2 on UARS and VIRGO on SoHO.
Daily values are shown in red, blue and green (for HF, ACRIM 1-2, and VIRGO,
respectively), monthly means in black [from Fröhlich, 2003]

The most apparent feature in Fig. 47 is the solar cycle variation. The large
downward spikes in TSI that are common at sunspot maximum are caused
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by the passage of individual sunspots or sunspot groups across the visible
disc. However at sunspot maximum, TSI is enhanced despite the presence of
more dark spots, the reason being the increase in small, bright faculae.
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Fig. 48. The effect of an isolated sunspot group observed near solar minimum in
daily means. From top to bottom the panels show: the disc-integrated surface area of
sunspot groups, AS (in millionths of a solar hemisphere); the disc-integrated surface
area of faculae, AF (also in millionths of a solar hemisphere); and the percentage
change in TSI relative to that in the absence of the spot group

The effect of individual sunspot or facular groups is most readily seen at
sunspot minimum when it is possible to have just one such feature on the
visible disc at any one time, as for the data shown in Figs. 48 and 49 which
were both recorded during 1996. Figure 48 shows the effect of a sunspot group
passing over the visible disc. The three panels show the surface area covered
by sunspots and faculae (AS and AF , respectively) and the percentage change
in TSI relative to the value in the absence of the isolated feature. The top
panel shows the group grew as it approached the central meridian (on day
330), and the bottom panel shows that the TSI decayed in response. Although
the group subsequently decayed somewhat as it moved across the visible disc,
there was a significant drop in AS when it rotated through the eastern limb
on day 336. The rise in TSI was more gradual because it depends on the
area of the spots on the disc (the filling factor) which is lower for a constant
surface area of spots if they are closer to the limb. The middle panel shows
that facular occurrence was sporadic at this time.

Figure 49 is an equivalent plot for the passage of an area dominated by
faculae which passed through the central meridian on day 242. In this region
only a few small sunspots were present, as shown by the top panel. The
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Fig. 49. Same as Fig. 48 for an isolated region dominated by faculae. The TSI
effect has been corrected for the small darkening effect of the few sunspots present

bottom panel shows the change in TSI due to the faculae, which has been
corrected for the small darkening effect of the sunspots present using the
photometric sunspot index, PSI (see Section 4.12). The bottom panel shows
that faculae have more effect on TSI when they are nearer the limb than
when near the disc centre. An important point to notice is the difference
between the facular area AF and the TSI perturbation. As the region passed
through the central meridian on day 242, AF fell to almost zero, although
the faculae were still having considerable effect on the TSI. This shows that
the faculae were brighter than the quiet photosphere at the disc centre, but
their contrast was not great enough for them to be classed as faculae. This
threshold effect is also seen in the sharp rise in AF as the region rotated
away from the west limb of the Sun, even though the rise in TSI was more
gradual. Thus care must be taken when using facular observations to deduce
TSI behaviour as considerable brightening can be present even if features
with sufficient contrast to be called faculae are absent.

In addition to these changes in the TSI, there are changes in the spectrum
of received radiation. This is shown in Fig. 50 [adapted from Lean, 1991]. The
upper panel shows a typical solar spectrum, along with that for a 5770 K
blackbody radiator and the spectrum that penetrates Earth’s atmosphere to
the surface. The bottom panel shows the variability of the spectral irradiance,
defined as the difference between the solar minimum and maximum values, as
a ratio of the solar minimum value. It can be seen that variability is greater
at the shorter wavelengths, with variations well above average in the EUV
and UV. However, the upper panel shows that the power in this part of the
spectrum is lower. Near the peak of the spectrum, at visible wavelengths,
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Fig. 50. (a) The spectrum of total solar irradiance, compared with that of a 5770 K
black body radiator. The blue dotted line shows the spectrum of radiation reaching
the surface of the Earth. (b) The spectral variability of the irradiance defined as
the fractional difference between the solar maximum and minimum values. The
horizontal dashed line gives the corresponding value for the total solar irradiance
that is the integral over all wavelengths [after Lean, 1991]

variability is close to the average value for all wavelengths (about 0.1%). In
the near IR the variability is lower than the average.

From (77), variations in the Sun’s total solar irradiance ITS at constant
R1 arise through changes in the disc-average surface intensity 〈I〉D and/or
the radius, RS . On decadal timescales and less, changes are caused by the
magnetic fields in the photospheric surface and in the underlying convection
zone. In addition, we expect variations on much longer timescales of 106–108

years as a consequence of stellar evolution and the burning of hydrogen in the
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solar core [Schröder et al., 2001]. Our knowledge of the solar cycle variations
comes from the observations made by high-resolution radiometers in space
over the past 25 years, as shown in Fig. 47. Our understanding of the secular
change, on the other hand, comes from surveys of astronomical data on other
stars. For Earth’s climate, intermediate variations on timescales of 10–103

years are of particular importance. Because these timescales are considerably
shorter than the time constant for energy transfer from the Sun’s core to the
surface or for any warming or cooling of the convection zone, the relevant
changes are most likely to be magnetic in origin, as they are over the solar
cycle. The variations in luminosity and radius may be caused by magnetic
effects taking place either within the convection zone or in the photospheric
surface.

4.1 Surface Effects

Magnetic fields threading the photosphere influence the solar output by mod-
ulating the emissivity of the surface. The larger of the photospheric flux tubes
(above a radius threshold of about 250 km) cause sunspots to appear on the
solar surface. The blocking of upward heat flux by the magnetic field in
sunspots was originally suggested by Bierman [1941] and the mathematical
treatment supplied by Spruit [1981, 1991, 2000] is discussed in the following
sections. This blocking reduces the surface temperature from the normal value
of near 5770 K to near 4000 K. Thus spots radiate less than the surrounding
photosphere and appear dark. On the other hand, smaller-scale photospheric
magnetic flux tubes (radius below about 250 km) cause bright faculae on the
solar surface. The most widely-cited theory of these faculae invokes magnetic
flux tubes threading the surface, the main difference between them and spots
being that their smaller radii allows radiation from the surrounding walls to
maintain the temperature near the ambient 5770K. The enhanced magnetic
pressure in the tube (B2/2µo) requires a lower particle pressure (NkBT ) in
equilibrium and because T is constant, the particle concentration N must be
reduced. This increases the optical depth, allowing the observer to see deeper
into the Sun, where the temperature is higher. As a result, faculae have a
reverse effect to sunspots, being brighter than the surrounding photosphere,
and giving an excess emission. The walls of the facular flux tubes are most
visible, especially nearer the solar limb. This effect is often referred to the as
the “the bright wall effect” and explains why faculae are brighter closer to the
limb [Spruit, 1976, Deinzer et al., 1984a,b, Knölker et al., 1988, Steiner et al.,
1996]. However, there are other theories of faculae, for example, the “hillock”
model has several advantages in explaining the brightening very close to the
limb [Schatten et al., 1986]. Individual faculae have a much smaller effect
than that of individual spots, but there are many more of them such that
their combined brightening effect on average exceeds the darkening effect of
spots by factor of about 2.
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4.2 Subsurface Effects

These can be split into two separate phenomena which affect the convection
zone:

1. Shadows (The “alpha effect”). Magnetic fields in the convection zone can
interfere with convection, causing a reduction in the efficiency of heat
transport towards the surface.

2. Sources and sinks (The “beta effect”). The creation of a magnetic field
involves the conversion of energy of motion into magnetic energy. Since
the motions in the solar envelope are thermally driven, this ultimately
means conversion of thermal energy into magnetic energy. Where field
decays the opposite will happen, and magnetic energy will be converted
back into heat.

4.3 Timescales

The analysis pioneered by Spruit [1976, 1981, 1991, 2000] shows how thermal
disturbances in the convection zone evolve on two different timescales. The
longest of these timescales is the thermal timescale (τT ) of the convection
zone as a whole (which is also called the Kelvin–Helmholtz timescale). This
is the timescale for warming or cooling the entire convection zone and is of
the order 105 years because the thermal capacity of the convection zone is
very large. Even if the central heat source of the Sun were to be switched
off completely, the internal thermal structure and surface luminosity would
start to change only on this extremely long timescale.

The thermal time scale can be defined as a function of depth z, by consid-
ering the time taken for a heat flux through the depth z, F (z), to take away
the internal energy stored in a scale height H(z) which equals H(z)U(z)

τT (z) = H(z)U(z)/F (z) (78)

where U is the thermal energy per unit volume at a depth z. Because the
heat flow into the surface must equal the heat flux radiated by the surface in
steady state, the luminosity, L, equals the average upward heat flux at the
surface, 〈F (z = 0)〉, multiplied by the surface area, 4πR2

S .

L = 4πR2
S〈F (z = 0)〉 (79)

τT (z) is the timescale on which the heat flux profile, and the observed surface
luminosity, would start changing if the heat flux in the Sun were to be inter-
rupted at a depth z. The thermal timescale is a strong function of depth, due
to the rapidly increasing temperature and density (see Fig. 3). Some rough
values for τT (z) are 105 yr at the base of the convection zone (z = 2×105 km),
10 years at a depth z = 16, 000km, 10 hours at z = 2000 km and 1 hour at
z = 1000km. Thus the speed of the thermal response of the Sun depends
critically upon the location of the magnetic disturbance.
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The second timescale involved in thermal changes is the diffusive time
scale τD(z). This is the timescale on which differences in entropy between
different parts of the convection zone are equalled out.

τD(z) =
d2

Kt
(80)

where d2 is the volume considered, and Kt is the turbulent diffusivity. From
the “mixing length” theory it can be estimated that Kt is of order 109 m2 s−1

at all z. For the base of the convection zone (z = 2 × 105 km) τD is about
1 yr (so τT /τD ≈ 105), for above the depth of z = 2000km, it is about 1 hr
(τT /τD ≈ 10) and for z > 1000 km it is about 15 min (τT /τD ≈ 4). Thus
at the surface τT and τD are of a similar magnitude, but as we move into
deeper layers, the thermal time scale increases rapidly and at the bottom
of the convection zone, the thermal timescale is longer than the diffusive
timescale by up to 105 years. Since the thermal timescale is so much larger
than the diffusive timescale (even at z = 2000km, τD ≈ τT /10), then it can
be considered that the changes below the surface do not occur in thermal
equilibrium. This means that upward heat flux blocked, for example under
sunspots, is stored in the convection zone.

4.4 The Heat Flow Equation

The thermal adjustment of the convection zone can be described by the
energy equation from the first law of thermodynamics

ρT
dS

dt
= −∇ · F +G (81)

where ρ is the density, T the temperature, S the entropy per unit mass and
F is the energy flux (convection plus radiation). G includes sources and sinks
of heat. In the mixing length-approximation F can be written as

F = −KtρT∇S (82)

giving F as a function of the local entropy gradient ∇S. Using (82), we can
write (81) as

ρT
dS

dt
= Kt∇ · (ρT∇S) +G (83)

where Kt is assumed to be constant, since it is approximately independent
of depth.

A quasi-hydrostatic approximation is introduced to describe the change
in pressure due to the local acceleration due to gravity

dP

dz
= gρ (84)
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where P is the gas pressure. (Note that using this equation means we can only
look at processes on timescales longer than the hydrodynamic adjustment
time which is about 1 hour for the Sun as a whole). We can assume that the
convection zone is thin enough to make g approximately constant, so (83)
has a solution of form

P = POe
z/H = POe

µ (85)

where µ is a Lagrangian depth coordinate

µ = ln

(
P

PO

)
(86)

where PO is the reference gas pressure at the surface (z = 0, µ = 0). Equation
(83) can now be rewritten as

H2 dS

dt
= Kt

∂2S

∂µ2
+Kt(1−∇)

∂S

∂µ
+
H2

ρT
G (87)

where H = dz/dµ is the pressure scale height; ∇ = ∂ lnT/∂µ is the loga-
rithmic temperature gradient; ∂S/∂µ = cp(∇ −∇a) where ∇a = (1 − γ) is
the adiabatic gradient and cv and cp are the specific heats at constant pres-
sure and volume, respectively, the ratio of which is γ. Because pressure is a
Langrangian variable its perturbation P ′ = 0 and thus S′ = cp(T

′/T ).
If we return to (87) and we neglect sources and sinks (G = 0) and re-

duce to vertical variations, (so the operator ∇· becomes ∂/∂z) we can see
mathematically where the two timescales come from

dS

dt
= Kt

∂2S

∂z2
+
Kt

H

dS

dz
(88)

where H = [∂ ln(ρT )/∂z]−1 is the pressure scale height. If the first term on
the right hand side dominates then

dS

dt
= Kt

∂2S

∂z
(89)

which is a diffusion equation, so the entropy and all dependent parameters
will evolve on the diffusive time scale which, from the form of (89), is (z2/Kt)
as expected from (80).

If the second term in (88) dominates then

dS

dt
=
Kt

H

∂S

∂z
(90)

writing S as cv(lnP−γ ln ρ), where cv and cp are the specific heats at constant
pressure and volume, respectively, the ratio of which is the polytropic index,
γ. Using (83) for G = 0, (90) becomes

d

dt
(lnP − γ ln ρ) = − F

ρTcvH
= − F

UH
(91)

where the internal energy per unit volume, U , is ρTcv. This gives the thermal
time constant of UH/F , as given in (78).
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4.5 Polytropic Model

As discussed above, magnetic fields can either introduce a new energy
source/sink by magnetic flux being destroyed/created in the convection zone
(a beta perturbation), or they can change the energy transport coefficient
(an alpha perturbation). To understand these two separate effects one needs
to model the variation of key parameters with depth in the convection zone.
In order to solve the heat transport equations, Spruit [1976] introduced a
“pseudo-polytropic” model of the convection zone, which is a linear variation
of temperature with depth. The depth dependence can be described using a
convenient depth parameter ζ

ζ = 1 +
z

(n+ 1)HO
(92)

where n is a model index. The pressure, density and scale height are then
given by

P = POζ
n+1 (93)

ρ =
PO

(gHO)ζn
(94)

H = HOζ (95)

At the photospheric surface (z = 0), ζ = 1. A good fit to the Sun’s convection
zone inferred from helioseismology observations is n = 2, HO = 1.5× 107 cm
and PO = 4 × 104 Pa. Because the surface gravity is gO = 274 m s−2, this
gives a surface density ρO = PO/(gOHO) of 10−3 kg m−3. The logarithmic
temperature gradient is fixed by the value of n

∇ =
∂ lnT

∂µ
=
∂ lnT

∂ lnP
=

1

n+ 1
(96)

Spruit shows that the solution of (91) using the polytropic model is that a
small fractional temperature perturbation (T ′/T ) gives a heat flux perturba-
tion F ′ of

F ′

F
=
−T
TO

+
ζn+1

δO(n+ 1)

∂
(
T ′

T

)

∂ζ
(97)

where

δO =
FOHO

TOKtρcp
(98)

Equation (97) applies up to the base of a surface layer. Spruit showed that
the so-called “superadiabaticity” δ = (∇−∇a) = δOζ

−n is small everywhere
but increases rapidly with decreasing depth close to the surface layer. This
means that the solution cannot apply to this thin “superadiabatic” surface
layer as well as to the remainder of the convection zone. Thus the convection
zone model given by (92–94) must be used in conjunction with a thin emitting
surface layer model.
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4.6 The Surface Boundary Layer

At the surface the temperature is TS and the heat flux is FS . If we assume
a blackbody radiation FS = σT 4

S (the Stefan–Boltzmann law, where σ is the
Stefan–Boltzmann constant) and differentiate

dFS
dTS

= 4σT 3
S = 4

FS
TS

(99)

using the perturbation notation F ′S = dFS and T ′S = dTS

(
F ′S
FS

)
= 4

(
T ′S
TS

)
(100)

The surface temperature TS will, in general depend on the solar radius, RS ,
the surface heat flux FS at the surface, and SO, the entropy at the base of
the surface layer. For small perturbations we can write

T ′S =
∂TS
∂R

∣∣∣∣
F,SO

R′ +
∂TS
∂F

∣∣∣∣
R,SO

F ′ +
∂TS
∂SO

∣∣∣∣
R,F

S′O (101)

To calculate the first term, we investigate the dependence of the boundary
layer on surface gravity. This is determined mostly by the dependence of
opacity at the surface on temperature and density. Since g ∝ R−2

S we find

∂TS
∂R

∣∣∣∣
F,SO

≈ 0.6TS
RS

(102)

This term can be seen to depend upon the solar radius. The last two terms
can be calculated from the polytropic model solution, at the surface where
ζ = 1

∂TS
∂FS

=
TS
FS

[
exp

(
−2

3
δO

)
− 1

]
=
T ′S
F ′S

(103)

for constant pressure S ′O = cp(T
′
O/TO), thus

∂TS
∂SO

S′O = TS

(
T ′

TO

)
(104)

which is the temperature perturbation at the top of the envelope. From (99)
we get

F ′S
FS

= −0.6η
R′S
RS

+ η

(
T ′O
TO

)
(105)

where

η =

[
5

4
− exp

(
−2

3
δO

)]−1

(106)
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Because n = 2, δO ≈ 0.25, this gives η ≈ 1.8. Equation (105) gives the surface
flux change if changes in radius and temperature below the surface layer are
known. Since luminosity, L = 4πR2

SF then

dL

dt
= 8πRS

∂RS
∂t

FS + 4πR2
S

∂FS
∂t

(107)

L′ = 4πR2
SFS

(
2

RS
R′S +

F ′S
FS

)
= L

(
2R′S
RS

+
F ′S
FS

)
(108)

substituting (105) yields

L′

L
= (2− 0.6η)

(
R′S
RS

)
+ η

(
T ′O
TO

)
(109)

so from this we can look at the effects on the luminosity of radius changes
and temperature changes at the base of the surface layer. For η ≈ 1.8, the two
coefficients in (109) are ≈ 0.9 and ≈ 1.8. We will later use this equation to
evaluate the relative effects of surface temperature and radius on luminosity.

4.7 Effect of Blocked Heat Flux

Not all heat that is blocked under a sunspot is stored in the convection zone,
and a fraction α will re-appear at the surface, depending on the depth of the
blockage. Convective flows and the transport of heat by turbulent diffusion
may result in more of the blocked heat emerging in bright rings around spots
than would otherwise be expected from diffusion considerations alone. Bright
rings were first reported by Waldmeier [1957, 1975] and have recently been
studied in detail by Rast et al. [1999, 2001] (See Fig. 51).

On a timescale t which exceeds the thermal timescale for the depth d
of the heat block, t > τT (d) > τD(d) (remember that for d = 1000 km,
τD(d) ≈ 0.25 hr and τT (d) ≈ 1 hr), then both the heat flux profile and the
temperature profile above the base of the spots (z < d) will have adjusted to
the presence of the spot. Figure 52 illustrates schematically the heat flow in
the vicinity of a spot.

Just below the sunspots (z = d) the average upward heat flux is FL and
in the surface layer effected by sunspots (z < d) the average heat flux is
FU . In the absence of spots, FL = [FU ]O everywhere (where the subscript O
denotes the undisturbed flux) and the luminosity, LO = 4πR2

SFL from (79).
In Fig. 52, we divide this upper layer divided into three classes when sunspots
are present: (1) undisturbed sun (covering a fraction fO of the surface and
through which the heat flux is [FU ]O); (2) dark spots (taken to be here an
average of umbra and penumbra and covering a fraction fS of the surface and
through which the heat flux is [FU ]S); (3) bright rings around spots (covering
a fraction fR of the surface and through which the heat flux is [FU ]R). The
average flux through the upper layer is then
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Fig. 51. Observations of the intensity in and around a sunspot by Rast et al. [1999,
2001]. Images (a), (b) and (c) show a 150 Mm × 150 Mm area around sunspot NOAA
8263 as observed through, respectively, the blue, Ca II K, and red filters of the PSPT
(Precision Solar Photometric Telescope) on 6 July 1998. (d) Azimuthal averages of
the residual intensity (given as δI/IO, where δI = I(rspot) − IO and I(rspot) and IO
are, respectively, the intensities at rspot and of the undisturbed photosphere) as a
function of distance rspot from the spot centre for all three wavelengths: dashed,
solid and dot-dash curves correspond to blue continuum, red continuum and Ca II
K intensities, respectively. The Ca II K-line intensities are reduced by a factor of 10
to fit on the same scale, and the spot centre is defined as the intensity centroid of
the spot umbra and penumbra. Intensities are enhanced in a region surrounding the
spot and extending about one sunspot radius outward from the outer penumbral
boundary. The inset shows detail of the bright-ring region. The results show that
an intensity increase of about 0.5–1% in the continuum emissions within the ring,
consistent with a temperature rise of 10 K over the quiet photosphere
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Fig. 52. Schematic of heat blocking by an enhanced field region below a sunspot
in the surface layer

FU = fO[FU ]O + fs[FU ]S + fR[FU ]R (110)

where fO + fS + fR = 1. From (79)

L′

LO
=

F ′U
[FU ]O

=
(FU − [FU ]O)

[FU ]O
(111)

We define α as the fraction of the blocked heat flux that still reaches the
surface. The blocked flux is fS([FU ]O− [FU ]S) and the flux returned in bright
rings is fR([FU ]R − [FU ]O). Thus

α =
fR
fS

(
1− [FU ]R

[FU ]O

)

(
1−

(
[FU ]S
[FU ]O

)) (112)

From (112), (111) and (110)

L′

LO
= fS

(
1− [FU ]S

[FU ]O

)
(1− α) (113)

Note that it is often assumed (indeed it is in Fig. 54 of the present text) that
[FU ]S is vanishingly small (i.e. all upward heat flux is blocked in sunspots),
in which case (113) reduces to L′/LO = fS(1− α) and from (112) the corre-
sponding α is (fR/fS)(1− [FU ]R/[FU ]O).

From Fig. 51 we have that (fR/fS) ≈ (π(2rS)2 − πr2
S)/πr2

S = 3 (where
rS is the spot radius), and that the average intensity (by area, rather than
radius) over the bright ring is [FU ]R ≈ 1.03[FU ]O. From (112) this gives
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α = 0.09, i.e. roughly 10% of the blocked flux still reaches the surface. Note
that the fraction (1−α) (i.e 90% of the blocked flux) that does not reach the
surface is stored in the deeper layers of the convection zone.

Figure 51 is an example of a very bright ring and the value of α = 0.09
is a relatively large value. Nevertheless it is instructive to compare with the
solution for the polytropic model. Spruit [1976] derives an expression

α = 1 +

[{
exp

(−(n+ 1)

n
δOζ

−n
d

)
− 1

}

{
5

4
exp

(
n+ 1

n
δO (1− ζnd )

)
− 1

}−1
]−1

(114)

where, from the definition of ζ (92)

ζd = 1 +
d

(HO)(n+ 1)
(115)

If we consider spots deep enough so that d� (n+ 1)HO, then (114) reduces
to

α = ζ−nd

(
n+ 1

n

)
δO

{
5

4
exp

(
n+ 1

n
δO

)
− 1

}−1

(116)

Taking a value for n of 2 (gives δO = 0.25), typical of the convection zone

α ≈ 0.5ζ−2
d = 0.5

(
1 +

d

3HO

)−2

(117)

For d ≥ 3500 km (the magnitude of d implied by helioseismology data) and
HO = 1.5×105 m, (117) yields α ≤ 0.6%, which is much smaller than the 9%
inferred above: by (117), α of 9%, requires a depth d of just 612 km. Thus
either spots are much shallower than we have inferred from helioseismology
data or, more likely, that the combination of turbulent diffusion and convec-
tive flows may be more effective in bringing blocked heat flux to the surface
than the above diffusion theory predicts.

4.8 Effect of Radius Changes

Due to the appearance of spots at the surface of the Sun, the temperature
outside the spots is slightly increased. Hydrostatic equilibrium requires that
the stellar radius, as would be measured outside the spots, is then slightly
greater. Inside the spots the temperature is lower, and so the local stellar
radius is reduced (the Wilson depression), so we have to distinguish between
the radius change inside and outside the spots. We can calculate the radius
changes outside the spots from hydrostatic equilibrium applied to the full CZ

R′S =

∫ D

O

T ′

T
dz (118)
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for small T ′/T , and for δO < 1 we find

R′ =
9

2
δOHO(1− α)fS

3dHO

(d+ 3HO)2
(119)

For very deep and very shallow spots, R′ is negligible, d has a maximum at
3HO, such that:

RS <
9

8
δOHO(1− α)fS (120)

Equation (117) gives a theoretical value for this condition d = 3HO of α =
0.125 (in fact comparable with the value deduced from observed bright rings).
Figure 10 shows that fS can have a range of values up to about 0.003, and for
this upper limit the radius change (RS) outside the spot is 1.2×103 m, which
is extremely small, when compared to the radius of the Sun as a whole,
and so will not easily be detected. The ratio R′S/RS is of order 2 × 10−8.
On the other hand, the mean temperature change associated with spots is
T ′ = fS(TO−TS)×0.003(5770−4100), giving T ′/T ∼ 9×10−4. By (109), this
means that radius changes due to sunspots have negligible effect compared to
the surface temperature change they cause. Radius changes and their effects
have been reviewed by Noël [2004].

Taking the average surface temperature inside spots to be TS = 4100 K,
and the surface temperature outside the spots to be TO = 5770 K, then the
ratio of heat flux inside and outside the spots is

[FU ]S
[FU ]O

=

(
σT 4

S

σT 4
O

)
= 0.25 (121)

The heat flux blocked [FU ]O − [FU ]S = 0.75[FU ]O and of that, up to about
α = 0.1 still makes it to surface, i.e. 0.075[FU ]O . Therefore the heat flux
making it to the surface is (0.25+0.075)[FU ]O = 0.325[FU ]O and the blocked
flux is 0.675[FU ]O If we look at the luminosity of the Sun when clear of spots
and when a fraction fS of the surface is covered with spots, by (78)

L′

LO
=

4πR2
S [FU ]O(0.675fS)

4πR2
S [FU ]O

= 0.675fS (122)

Which for a large fS of 0.3% at sunspot maximum (Fig. 12) yields L′/LO
of 0.2%. For isotropic effects this will equal I ′TS/ITS . Thus we can explain
the large spikes reducing TSI at sunspot maximum in Fig. (47) which are
roughly of this magnitude. An average value of fS at sunspot maximum is
nearer 0.15%, compared with an average near zero at sunspot minimum (see
top panel of Fig. 7). Thus we would expect I ′TS/ITS due to sunspots to be
of order 0.1% over the solar cycle, as is observed (Fig. 18). In Section 4.12
we repeat this calculation allowing for umbrae and penumbrae separately in
the derivation of the photometric sunspot index which quantifies the sunspot
darkening effect.
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4.9 Effects of Magnetic Field: The β Effect

As mentioned in Section 4.2, magnetic fields below the surface of photosphere
have two effects. (1) The creation/destruction of magnetic fields at a depth
z will cause a sink/source of energy. This is called the β effect. (2) Magnetic
interference with convection motions, which is called the α effect. From the
equations of heat flow, solved using the polytropic model with a superadia-
batic surface layer, we can look at the development the luminosity and the
height profiles for both these effects. In this section we study the β effect.
(The α effect will be addressed in the next section).

Fig. 53. Predictions of the β effect where the field B changes in a slab, dz thick at
depth zG. (Top) The time variation in the fractional luminosity perturbation L′/L.
(Bottom left) The profile of the perturbation in heat flux, F ′ at t = tf . (Bottom
right) The profile of the perturbation in temperature, T ′ at t = tf

If we assume that magnetic flux is created or destroyed at a depth zG, in
a layer dz thick then the rate of growth of magnetic energy is

d

dt

{∣∣∣∣
B2

2µO

∣∣∣∣dz
}

= G (123)

where G is the sink term in (81). If we solve the heat balance equation above
and below zb

F(z>zb) − F(z>zb) =
d
{

dz B
2

2µO

}

dt
(124)

since the timescales are long, the solution to (124) will involve the thermal
mode. Computed variations are shown in Fig. 53. Upon a sudden increase



92 Mike Lockwood

of B (G > 0, i.e. an energy sink), L initially rises due to expansion of RS
under the enhanced magnetic pressure (this effect is also seen at large times
t). At intermediate t, L is reduced because of the cooling at z = zG which
spreads to surface on a timescale tD(zG). At large t, as exemplified by tf ,
the sink is supplied almost entirely from the larger heat reservoir below the
increasing field (z > zG + dz) and not from above it. At t ≥ tf , the temper-
ature perturbation T ′/T is constant with depth and the temperature must
be continuous across zb. Figure 53 also shows the solution for the heat flux
and it can be seen that the heat flux which is destroyed in the sink, is almost
entirely supplied from below the level zb. A consequence of this is that only
a very weak signal (if any) reaches the surface. A signal of any magnitude
will only reach the surface if the sink varies quickly enough (shorter than the
diffusive timescale), so there is very little luminosity change associated with
such sinks.

4.10 Effects of Magnetic Field: The α Effect

By its influence on convective motions, a magnetic field can locally increase
the entropy gradient required to transport a given energy flux. In the α effect,
the balance between magnetic energy density and the kinetic energy density
in convective turbulence is important. When these two energy densities are
comparable, the magnetic field has what is called the equipartition strength,
Be such that

1

δ
≈ βe =

2µOP
B2
e

(125)

where the superadiabaticity δ is (∇−∇a). The condition that βeδ ≈ 1 allows
B to start reducing the degrees of freedom of convective flow which means
that a larger entropy gradient is needed to transport the same energy flux. To
allow for this effect, we change the mixing-length expression for the convective
energy flux by introducing an additional factor. Substituting H = ∂z/∂µ and
∂S/∂µ = cp(∇−∇a) = cpδ (see Section 4.4) into (82), for radial stratification
(−∇S = ∂S/∂z = (1/H)∂S/∂µ = cpδ/H), yields that without this factor

F = Ktρcp(T/H)δ (126)

In order to allow for the loss of the degrees of freedom this becomes

F = Ktρcp

(
T

H

)(
δ − q

β

)
= Ktρcp

(
T

H

)(
δ − qB2

2µOP

)
(127)

where q is a factor near unity. We can then introduce the α-effect by making
q unity in a layer between (zb − d) and zb at a time t = 0. This reduces F
in the layer according to (127) so that the temperature T above the layer
z < zb starts to fall, but at z ≥ zb (in and below the layer) T stays essentially
constant because the heating effect is negligible (due to the large thermal
time constant of the convection zone).
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Fig. 54. Predictions of the α effect: the time variation (on a log scale) of the ratio
of the perturbed and undisturbed luminosity (L + L′)/L. The profiles at times t1,
t2 and t3 are given in Fig. 55. The luminosities given assume that all flux is blocked
in sunspots ((112) with [FU ]S = 0 so L′/L = fS(1 − α) once the bright rings are
established and L′/L = −fS while α is zero). fS is the fraction of the solar surface
affected by sunspots. The dashed line shows the variation if the sunspot blocking
is switched off after 100 days

Figure 55 gives three sets of profiles of the perturbations to the energy
flux and temperature (as was given in the lower panel of Fig. 53 for the β-
effect) and Fig. 54 gives the fractional luminosity variation (as given in the
top panel of Fig. 53 for the β-effect).

At t = t1, where τD(zb) < t1 < τT (zb) (top row of Fig. 55), adjustments
have occurred on the diffusive timescale in all but the deepest convection
zone, but the layers above zb have not yet returned to thermal equilibrium.
The temperature below zb has not changed, but the temperature above zb is
slightly reduced due to the mismatch between the heat fluxes at z = 0 and
z = zb.

At t = t2, where τT (zb) < t2 < τT (D), the layers above zb have returned
to thermal equilibrium, while the layers below have not and are heating up
- but only very, very slowly. The surface flux is reduced during this period,
and the temperature of the layers above zb are reduced.

On very long timescales t3 > τT (D), the whole convection zone has re-
turned to equilibrium, the temperature below the layer has increased and the
flux and temperature above the layer have returned to their q = 0 values.

We here consider a zb = 106 m which gives us typical timescales. For this
depth τD(zb) = 103 s (≈ 15 minutes) and τT (zb) = 3.34× 103 s (≈ 1 hour),
and remember τD(D) ≈ 1 year and τT (D) ∼ 105 years. The time series of
surface luminosity is displayed in Fig. 54.
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Fig. 55. Predictions of the α effect. The magnetic field influences the entropy
gradient needed in a layer d deep below a depth z = zb. (Left) The profile of the
perturbation in heat flux, F ′ at various t marked in Fig. 54. (Right) The profile of
the perturbation in temperature, T ′ at the same t
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The effect of the dark spots resulting from the α-effect blocking begin
to appear after τD(zb) ≈ 15 min when the flux and temperature begin to
fall at the surface. The full darkening is achieved by τT (zb) ≈ 1 hour. The
return of some of the blocked heat flux first appears at this time and the
bright rings reach full luminosity at τD(D) ≈ 1 year, when the disturbance
has propagated through the entire convection zone. This marks the start of
the “quasi-static phase” where the entire convection zone is heating up on
the thermal timescale of τT (D) ∼ 105 years.

If the spot is switched off, the heat stored in the deepest layers is released.
If the spot is switched off during the quasi-static phase then, the luminosity
is enhanced to L0(1 + αfs), where L0 is the undisturbed luminosity, and
then decays to L0: both these changes take place on the diffusive timescale
τD(D) ≈ 1 year. The typical lifetime of spots on the surface of the Sun is
8.6×106 s (∼ 100 days) which is between τT (zb) and τD(D) and these changes,
shown by the dashed line in Fig. 54, are likely to occur. For completeness, we
note that if the blocking is switched off after a time τT (D) ∼ 105 years, the
luminosity is enhanced to LO(1 + fs), and then returns to LO, both change
on timescales of τT (D).

4.11 Effects of Magnetic Fields: Quantifying Surface Effects

The intensity of a region of the Sun, I , is a function of the disk position
parameter µ, defined by

µ = cos θ (128)

where θ is the angle that the region subtends with the Earth–Sun line at the
centre of the Sun: µ = 1 at the centre of the visible disk and µ = 0 at the
photospheric limb. If the surface area of the region is ds, it forms an area
da = µds on the disc. The mean value of the intensity, averaged over the
whole disc is:

< I >D= 2

∫ 1

0

I(µ)µdµ (129)

The TSI, ITS , is related to the disc-averaged intensity < I >D by (77).
The quiet-Sun intensity variation can be written as I(µ) = IOLD(µ), where
LD(µ) is the limb darkening function and IO is the intensity of the quiet Sun
at the centre of the visible disc. The normal photosphere is darker at the
limb because unit optical depth, τ = 1, is reached at a greater height, where
the photosphere is cooler. A multi-wavelength limb darkening function has
been derived by Neckel and Labs [1994] who give the wavelength-dependent
coefficients for a polynomial function of the disc parameter function µ. The
SoHO MDI instrument measures the continuum emission at 676.8 nm and
linearly interpolating the coefficients for 669.400nm and 700.875nm gives a
limb-darkening function for 676.8 nm of

LD = 0.3544 + 1.3472µ− 1.9654µ2 + 2.5854µ3 − 1.8612µ4 + 0.54µ5 (130)
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The resulting limb-darkening function, LD(µ) is shown in Fig. (56) which
is similar to, but more precise than, the frequently-used Eddington function
that is also shown in the figure. The latter is a useful approximation that
allows some analytic solutions and is given by

LD(µ) =
(3µ+ 2)

5
(131)

Fig. 56. (Thick solid line) The limb-darkening function, LD(µ) for a wave-
length of 676.8 nm from the polynomial expression by Neckel and Labs [1994],
as given in (128). The disc-average value is shown by the horizontal dashed line
〈LD〉D = 0.8478. For comparison, the dashed line shows the Eddington limb dark-
ening function used in the derivation of the photometric sunspot index

4.12 Sunspot Darkening

The darkening by sunspots is quantified by the photometric sunspot index,
PSI [Willson et al., 1981, Hudson et al., 1982, Fröhlich et al., 1994]. In general,
the intensity of the umbra of a spot varies with the spot’s µ-value, µS , as

IU = IU0gU (µS) (132)

and similarly for the spot penumbrae

IP = IP0gP (µS) (133)
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If the area of a spot umbra is AU and of its penumbra is AP , then the total
area of the spot is AS = AU + AP . Note that these surface areas give areas
on the visible disk of µSAS , µSAU and µSAP . From (77), the spot changes
the irradiance by

∆IS =

(
µSAU
R2

0

)
[I0LD(µS)− IU0gU (µS)]

+

(
µSAU
R2

0

)
[I0LD(µS)− IP0gP (µS)] (134)

where
To derive the PSI, it is assumed that all umbra have a common temper-

ature, as do all penumbra and that all spots have the same ratio of their
areas AU/AP . In addition, the limb darkening function is assumed to be the
same for umbra, penumbra and the quiet sun, so gU (µ) = gP (µ) = LD(µ).
Equation (134) then reduces to

∆IS =

(
LD(µS)

R2
0

)
[IS0 − I0] (135)

where

IS0 =

(
AP
AS

)
IP0 +

(
AU
AS

)
IU0 (136)

and ∆IS is defined as positive for an irradiance increase. From (77) and (129),
the quiet-Sun irradiance, QO, is given by

Q0 = 2π

(
RS

R0

)2 ∫ 1

0

LD(µ)µdµ (137)

and from this and (135)

∆IS
Q0

=

(
µSAS
πR2

0

)[
LD(µS)

2
∫ 1

0 LD(µS)µdµ

](
IS0

I0
− 1

)
(138)

We here define the contrast to be

cS =
IS0

I0
− 1 =

(IS0 − I0)

I0
(139)

Note that with this definition, positive/negative contrast corresponds to a
brightening/darkening, respectively. The filling factor is the fraction of the
disk covered by the spot(s), αS = (µSAS/πR

2
0). We here use the Eddington

limb darkening profile which is plotted as a dashed line, in Fig. 56. Integration
yields that the square term in brackets in (138) is equal to (3µS +2)/4. Sum-
ming over all the spots present on the visible disk we get the totsl darkening
(PSI in W m−2):
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∑

S

∆IS = −PSI = Q0

∑

S

AS
πR2

0

cS
(3µS + 2)

4
(140)

where Ash is the area of a solar surface hemisphere. This is a definition of the
photometric sunspot index (PSI), PSI , which quantifies the effect of sunspots
on the total solar irradiance. Note that sunspot contrasts are negative, by
the definition used, and so PSI is defined as positive if the increase ∆IS
is negative and the Sun is darkened. Because for monthly averages of PSI,
longitudinal effects are averaged out, the only influence of µS is through the
latitudinal structure of sunspot occurrence. This influence is relatively small
and so the variation of PSI is dominated by that in the total sunspot area
ΣSAS on these timescales (as demonstrated by Fig. 97).

We use estimates of the temperatures of the umbra, penumbra and quiet
Sun of TU = 4240K, TP = 5680K, and TQS = 6050 K [Allen, 1973]. The
fraction of the area of an average spot is 0.18 for umbra and 0.82 for penumbra
(AU/AS = 0.18, AU/AS = 0.82). Using the Stefan–Boltzmann law for a
blackbody radiator, so intensity I is proportional to T 4, the average contrast
for a spot is

cS =

(
AU
AS

){(
TU
TQS

)4

− 1

}
+

(
AP
AS

){(
TP
TQS

)4

− 1

}
= −0.32 (141)

In fact, cS shows some dependency on spot size and position, and to generate
PSI, Fröhlich et al. [1994] employ

cS = −0.2231− 0.0244 log10(µSAS) (142)

We can get a rough estimate of the peak PSI by adopting the simple spot
contrast given by (141). If spots are spread evenly over the surface, in-
tegration gives that the disc average of µS(3µS + 2)/4 in (140) is 0.708.
Monthly values of the total spot area µSAS peaks at sunspot maximum
at about (3 × 10−3)ASH with typical sunspot maximum values of about
(1.5×10−3)ASH . From (138), the sunspot darkening ∆IS/Q0 = 0.07%, which
for Q0 = 1365 W m−2 yields ∆IS ≈ 1 W m−2.

There are a number of second-order corrections to the simple formulation
of PSI given by (140) and (142) which are implemented by Fröhlich et al.
[1994] and in the data used here in subsequent sections. These corrections
allow the PSI to accurately reproduce the observed effect on total solar irra-
diance of sunspot groups and individual sunspots as they rotate across the
solar disc.

4.13 Facular Brightening

As discussed earlier, if the magnetic flux tube is smaller in diameter than a
sunspot it can emit more radiation than the surrounding photosphere, this is
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called a facula (“torch”). There are two main theories of faculae: the bright
wall model Spruit [1976], Deinzer et al. [1984a,b], Knölker et al. [1988], Steiner
et al. [1996] and the bright cloud model [Schatten et al., 1986].

In the bright wall model, faculae are very similar to sunspots, except
that the radius of the flux tubes is smaller, allowing radiation from the tube
walls to maintain the temperature: the increased optical depth inside the
tube allows radiation from lower, hotter layers to escape, giving enhanced
emission. The hot cloud model is dynamical in that it considers the effect
of upflows which carry heat blocked in sunspots to the surface. A major
difference between these models is the height of the surface in the faculae,
compared to the surrounding photosphere – the hot wall predicting that the
surface is depressed whereas the hot cloud model predicts that it is raised,
so the latter is often referred to as the “hillock” model.

Figure 57 illustrates the bright wall model. Due to the pressure exerted by
the magnetic field, the gas pressure inside the tube will be smaller than the
surrounding photosphere at the same depth. This low gas pressure (and hence
density) inside faculae will cause the opacity to be less than the surrounding
area, so the optical depth unity will occur at a greater depth than for the
surrounding photosphere.

If we take a flux tube of Bf = 1000 G, which is in pressure equilibrium
with it’s surroundings, then

(
B2
f

2µ0

)
+NfkTf = NQSkTQS (143)

where Tf is the gas temperature in the facula and TQS is the temperature
in the photospheric surface. If the tube is thin enough, then the horizon-
tal exchange of radiation ensures that TQS = Tf so that the concentration
difference between the quiet photosphere and the facular tube is

(NQS −Nf ) =
B2
f

(2µ0kTQS)
= 5× 102m−3 (144)

The τ = 2/3 level, for example, will occur at a greater depth inside the facular
tube and thus the temperature will be higher at this contour and so more
radiation is emitted. This will apply for all faculae which are smaller than
the mean free path of photons at τ = 2/3, which will be around 50 km. For
tubes that are larger than this, the exchange of heat with the walls becomes
less effective. Faculae of greater radius can still appear bright at the limb
(small µ), but begin to behave in a similar fashion to spots at the disc centre
where the centre of the tube will appear cooler than it’s surroundings so the
tube will not appear bright at the disc centre. Such tubes are often called
micropores . The bright wall model requires the blocked heat flux to cause the
tube floor to be cooled so that the flux tube appears dark when viewed from
above. However, this tube would still contribute enhanced emission near the
solar limb where the bright walls become more visible.
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Fig. 57. The bright wall model of faculae. The enhanced magnetic pressure in the
flux tube means it is evacuated of gas, but radiation from the walls maintains the
temperature even though the upward heat flux is inhibited and reduced compared
to its value outside the facula. As a result, the constant optical depth (the τ0 = 2/3
contour is shown here) is depressed by ∆z

The hot cloud model is illustrated by Fig. 58. In this model, the heat
blocked by sunspots is conducted to the surface by magnetic flux tubes. At
lower altitudes the upflow is mainly carried by upflowing protons which rise
into the neutral hydrogen layer of the photosphere (which normally extends
down to about 2000 km below the surface). The recombination of the ionised
hydrogen is exothermic, releasing additional energy and the gas is lifted by
buoyancy. This forms a small bump or hillock which is most visible on the
limb of the sun.

Much evidence for the bright wall theory comes from the variation of con-
trast with the position parameter, µ. The hillock model predicts that faculae
will bright right out to the solar limb (µ = 0), whereas the hot wall theory
predicts that the Wilson depression will cause faculae to vanish close to the
limb. Much evidence of the contrast of faculae, as a function of µ, has been
interpreted as favouring the hot wall model [Topka et al., 1997, Sánchez Cu-
beres et al., 2002] and this model has gained widespread acceptance. However,
there are problems, for example satisfactory explanation of the cool floor (and
thus lower contrasts at µ near unity) requires careful tuning of the model.
Recent very high-resolution observations by Berger et al. [2003], shown on
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Fig. 58. The hot cloud model of faculae. Upflows of hydrogen ions are driven
up into the neutral hydrogen layer. These ions recombine exothermically, releasing
more energy and driving the flows up and apart and so a bright hillock appears.
[after Schatten et al., 1986]

Fig. 59, offer the potential to distinguish between the hillock and hot wall
models.

The Photometric Facular Index (PFI) quantifies the effect of faculae, in
the same way that the PSI does for sunspots. The contrast of faculae and
micropores is

C =
If
IQS
− 1 =

(If − IQS)

IQS
(145)

giving, for the Eddington limb darkening function

∆If = Q0

∑

f

αfC
(3µf + 2)

4
(146)

where αf is the disk facular filling factor of faculae, and Af is the surface
area covered by faculae. At unit optical depth the surface temperature in
faculae is about 150 K higher than the quiet Sun, and thus Tf = 6200 K.
Again assuming a blackbody radiator, (145) yields a contrast cf for faculae
of

CF =

(
Tf
TQS

)4

− 1 ≈ 0.103 (147)

At sunspot maximum the total area of faculae is roughly 10 times that of
sunspots, thus ΣfAf peaks at sunspot maximum at about (1.5× 10−3)ASH .
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Fig. 59. Images of a solar active region taken on 24th July 2002, near the eastern
limb of the Sun, as recorded by TRACE (top) and in a filtergram taken in 488 nm
light by the Swedish 1-meter Solar Telescope (SST) on the island of La Palma
(bottom). In the upper plot, tickmarks are 10,000 km apart and the yellow box
outlines the approximate SST field-of-view in the image shown underneath. TRACE
has 10 times lower spatial resolution than the SST and so faculae show only as
vague bright patches surrounding the active regions in the upper image. Only when
looking at active regions towards the solar limb with the 70km spatial resolution of
the SST do the three-dimensional aspects of the photosphere and faculae become
apparent. In the lower image, tickmarks are 1000 km apart and the limb is towards
the top of the right hand corner. The structures in the dark sunspots in the upper
central area of the image show distinct elevation above the dark “floor” of the
sunspot. There are numerous bright faculae visible on the edges of granulation that
face towards the observer. [Berger et al., 2003]
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From (147), (146) and the fact that the disc average of µSis(3µS + 2)/4
= 0.708, ∆If/Q0 = 0.21%, which for Q0 = 1365 W m−2 yields a facular
brightening of ∆If ≈ 3 W m−2.

Thus these broad considerations predict that sunspots cause a darkening
of about 1 W m−2, whereas faculae cause a brightening of about 3 W m−2 at
sunspot maximum, relative to sunspot minimum. Together these cause a net
solar cycle variation in total solar irradiance of amplitude of about 2 W m−2,
as has been observed over recent solar cycles. Note that the facular contrast
is roughly one third of that of spots, but that they cover roughly 10 times
the area.

Ortiz et al. [2002] have provided a more precise algorithm for computing
the contrast of small flux tubes (faculae and micropores), as a function of
the field observed in a pixel of the Michelson Doppler Interferometer (MDI)
on the SoHO satellite. Contrasts of MDI pixels were evaluated at 676.8nm,
using the definition given in (145), relative to a field-free quiet sun intensity,
corrected for limb darkening. Ortiz et al. studied the contrasts as a function of
(BMDI/µ) and µ where BMDI is the field detected by MDI in the line-of-sight
direction. If we assume the field is radial, the field magnitude is (BMDI/µ)
and plots like Fig. 60 show that this yields very low scatter in the data. The
lines in Fig. 60 are Ortiz et al.’s fit to the data.

Fig. 60. Observations of the facular/micropore contrast C as observed at 676.8 nm
by Ortiz et al. [2002] and sorted as a function of the disc position parameter µ
and the radial field component (BMDI/µ), where BMDI is the line-of-sight field
observed in an MDI pixel. The lines show the fits using the algorithm given in
(147)
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It should be noted that these data are specific to the pixel size of the MDI
instrument (2′′ × 2′′). This is because the facular flux tubes are not resolved
and all faculae tend to have roughly the same order of field magnitude, Bf ∼
1000 G. This means that the BMDI values are strongly dependent on the
facular filling factor in a pixel, rather than the value of Bf . Ortiz et al. [2002]
derive the best-fit polynomial

C

(∣∣∣∣
B

µ

∣∣∣∣ , µ
)

= (0.48 + 9.12µ− 8.50µ2)× 10−4 ×
∣∣∣∣
B

µ

∣∣∣∣ (148)

+ (0.06− 2.00µ− 1.23µ2)× 10−6 ×
∣∣∣∣
B

µ

∣∣∣∣
2

+ (0.63 + 3.90µ+ 2.82µ2)× 10−10 ×
∣∣∣∣
B

µ

∣∣∣∣
3

which is plotted in Figs. 60 and 61. Ortiz [2003] has demonstrated that this
function is valid throughout the solar cycle.

Fig. 61. Plot of the best-fit contrast at a wavelength of 676.8 nm of faculae and
micropores, as a function of radial field strength |B/µ| and disc position µ, from
the polynomial fit by Ortiz et al. [2002] and as given by (147). Note that dark
micropores are observed near the disc centre (µ near unity) and larger field values.
Both contrasts and field values relate to pixels of the size of the MDI instrument

4.14 Three- and Four-Component Models of TSI

In recent years, several studies have been able to explain almost all of the
observed variations in the total solar irradiance by summing the effect of
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surface magnetic features (e.g. Solanki and Fligge 2002, Krivova et al. 2003,
Solanki and Krivova 2003). The models have reproduced both the 27-day
variations (as dark and bright features rotate over the visible disk) and the
rising phase of the solar cycle (as the total magnetic flux threading the pho-
tosphere increases). The main assumption of these models is that changes are
entirely caused by the magnetic field at the solar surface, as seen by high-
resolution magnetograms. In the 3-component model, the entire photosphere
is divided into just three components: quiet Sun, sunspots and faculae. The
4-component models are a refinement of this, making the distinction between
umbra and penumbra, rather than using an average sunspot contrast. Mag-
netograms are used to determine the filling factor of each surface type at a
given disc position (µ) and then a model of each of the three classes used to
compute the intensity of each magnetogram pixel, these are then averaged to
give the disc-averaged intensity which is converted into TSI using (77). The
only free parameter is a pixel filling factor to allow for the fact that faculae
are too small to be resolved in the magnetogram data.

In the 4-component model, the irradiance is computed from the disc-
averaged intensity for a given wavelength λ and time t, given by (127)

〈I〉D(λ, t) = 2

∫ 1

0

[αP (µ, t)IP (µ, λ) + αU (µ, t)IU (µ, λ)

+ αF (µ, t)IF (µ, λ) + αQ(µ, t)IQ(µ, λ)]µdµ (149)

where α(µ, t) is the filling factor at position µ and time t. Because the entire
disc is assumed to consist of only the 4 components (subscripts P , U , F and
Q stand for, respectively, penumbra, umbra, facula and quiet Sun),

αP (µ, t) + αU (µ, t) + αF (µ, t) + αQ(µ, t) = 1 (150)

The intensities of pixels of each type IP (µ, λ), IU (µ, λ), IF (µ, λ) and IQ(µ, λ)
depend on position on the disc and wavelength, but are assumed to be inde-
pendent of time, t.

If we adopt the convention that all positive contrasts C are brightenings,
as in (145) (so for dark umbrae and (less dark) penumbrae CU < CP < 0
whereas for faculae CF > 0), substituting (150) into (149),

ITS(λ, t) = 2

(
πR2

S

R2
1

)
IO

∫ 1

0

LD(µ, λ)[αP (µ, t){CP (µ, λ) + 1}

+ αU (µ, t){CU (µ, λ) + 1}+ αF (µ, t){CF (µ, λ) + 1}
+ {1− αP (µ, t)− αU (µ, t)− αF (µ, t)}]µdµ (151)

In order to compute the TSI from (151) we require a model of the contrasts
CU , CP , and CF as a function of position µ and wavelength λ (but note that
these are independent of time t – the time dependence is entirely due to that
in the filling factors α, which are functions of µ and t, but not λ). Every pixel
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in the magnetogram for time t that falls on the visible disc is then classified
as either umbra, penumbra, facula or quiet Sun to derive the filling factors.
We also need to adopt best fit values of the limb darkening function LD(µ, λ)
and of the quiet-Sun intensity of the disc centre, IO , when free of all magnetic
features.

Fig. 62. Reconstruction of TSI from magnetogram data by a 4-component model
[after Krivova et al., 2003]. The area shaded grey, bounded by a dotted line, gives
the measured TSI as observed by the VIRGO instrument on SoHO, the solid black
line is the reconstruction using the model and (151). The intervals are near sunspot
minimum and maximum (left and right respectively)

Fig. 63. Reconstruction of TSI from magnetogram data by a 4-component model.
The scatter plot compares the measured TSI, as observed by the VIRGO instru-
ment, to the reconstruction using the model and (148). The best fit linear regression
(dashed line) matches the ideal (solid) line exceptionally well. [after Krivova et al.,
2003]

The closeness with which the observed TSI can be reconstructed with a
3-, or better still, 4-component model is underlined by Figs. 62 and 63. Figure
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62 compares the reconstructed and observed data for two intervals, one near
solar minimum, the other near solar maximum. Agreement is very good and
the reconstruction of TSI variations due to dark and bright solar features
moving across the disc is well replicated. In addition the rise due to the solar
cycle is well reproduced. The overall agreement for all daily data during the
rising phase of solar cycle 23 is shown as a scatter plot in Fig. 63. The ideal
slope is shown by the solid line, the best-fit the dashed line. It can be seen
that the model reconstructs the observed TSI exceptionally well. Recently
Wenzler et al. [2004] have used Kitt Peak magnetograms to carry out the
same test using all the TSI observations (since 1978). Again the agreement
is excellent.

The quality of the agreement between the observed and modelled TSI
in these studies leave little room for β-effects or α-effects due to fields deep
inside the convection zone, although variations in the intensity of the limb
photosphere have been explained in terms of such effects in the past [Lib-
brecht and Kuhn, 1984, Kuhn et al., 1988, Kuhn and Libbrecht, 1991]. Thus
shadow effects are not needed to explain recent solar cycle changes in the
TSI, which are well explained by the effects of magnetic field in the solar
surface.

5 Variability on Century Timescales

The effects of variations in solar outputs, on timescales of decades and less,
are expected, in large degree, to be smoothed out in Earth’s surface temper-
atures. This is because of the long time-constants of Earth’s coupled ocean–
atmosphere system and, in particular, the large thermal capacity of the oceans
[Wigley and Raper, 1990]. However, the surface temperature record inferred
for the last few centuries shows variations on timescales of a few decades and
greater which are readily detected above the inter-annual variability [Rind
and Overpeck, 1993, Mann et al., 1999, Jones et al., 2001]. This places limits
on the time constants for the terrestrial response to changes in the radiative
climate forcing [Hansen et al., 1997]. Thus century-scale variations in solar
outputs would not be smoothed out. It is important to characterise these
properly when evaluating the relative effects of all other long-term influences
on Earth’s climate (e.g. Crowley, 2000). Modern-day studies of long-term
solar change and its effect on climate was pioneered by Eddy [1976]. In this
section we look at the evidence for variations in the solar outputs on 100-year
timescales.

5.1 Long-Term Variations in sunspots and Cosmogenic Isotopes

The longest sequence of measurements relevant to solar variability is the
sunspot number. Regular observations began in Zurich in 1749 and the Wolf
sunspot number was devised in 1848 by Johann Rudolf Wolf, director of
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the Zurich Observatory (and hence this is also called the Zurich sunspot
number). Neither the number of individual spots, S, nor the number of spot
groups,G, fully describe the level of activity and sunspot number is defined as
RZ = k(10G+S), where the factor k allows for differences between observers
and their methods, sites and equipment. The international sunspot number R
is compiled using the same basic algorithm as RZ by the Sunspot Index Data
Centre in Belgium and is a weighted mean (usually the weighting factor k is
less than unity) for a global network of observatories (usually exceeding 6 in
number). Another sunspot number is generated by NOAA in Boulder, USA
and this is systematically about 25% higher than the international sunspot
number (the differences arising from the observatories used and the weighting
factors applied).

Observations of sunspots were made before 1749 and Wolf sunspot num-
bers can be generated back to 1700. The earliest values are generally re-
liable in annual means but the data is often too sparse for them to be
reliable on a monthly basis. To give a sunspot index less susceptible to
sparse data, Hoyt and Schatten [1998] devised the group sunspot numbers ,
RG = (12.08/N)ΣN

i=1kiGi, where Gi is the number of sunspot groups seen by
the ith of N observers, for whom the weighting factor is ki. The factor 12.08 is
derived to make RG equal the international sunspot number R for the interval
between 1874 and 1976, when the Royal Greenwich Observatory generated
a homogeneous and highly reliable sequence of sunspot group observations.
Hoyt and Schatten were able to derive RG data back to 1610 when sunspot
observations became more common following the invention of the telescope.
However, their error analysis reveals that it is highly desirable to have at
least 4 widely-spaced observers and for the earliest data this causes errors
in monthly values: annual means are more reliable because they average out
such errors [Usoskin et al., 2003c].

The top panel of Fig. 64 shows the full sequence of annual means of the
group sunspot numbers, RG. The solar cycle can clearly be observed, as can
the Maunder minimum, the extended period of very few detectable spots
between about 1650 and 1700 [Eddy, 1980]. Reviews of how this minimum
became to be accepted as real has been given [Letfus, 2000] and [Cliver, 1994].

The lower panel of Fig. 64 shows annual values of the abundance of the
10Be isotope, as measured and dated in the Dye-3 ice core taken from the
Greenland ice sheet [Beer et al., 1990, 1998, Beer, 2000]. In general, the
considerably greater precipitation rates into the Greenland ice sheet make
the cosmogenic isotope data more reliable and easier to date that those from
regions of relatively low precipitation, for example Antarctica McCracken
[2004]. The solar cycle can also be seen in these cosmogenic isotope data.

The long-term drifts in these parameters are revealed by the 11-year run-
ning means, in which solar cycle variations are smoothed out. In Fig. 65, the
10Be isotope abundance scale has been inverted so that direct comparison
can be made with the corresponding means of RG. As well as the Maun-
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Fig. 64. (Top) Annual means of the group sunspot number, RG, as compiled by
Hoyt and Schatten [1998]. (Bottom) The abundance [10Be] of the 10Be isotope as
measured and dated in the Dye-3 Greenland ice core by Beer et al. [1990]

[R
G

] 11

       
0

20

40

60

80

100

[10
B

e]
11

 (1
04  a

to
m

s/
g)

Date
1650 1700 1750 1800 1850 1900 1950

−1.4

−1.2

−1

−0.8

−0.6

Fig. 65. (Top) Eleven-year running means of the group sunspot number, [RG]11.
(Bottom) Eleven-year running means of the abundance of the 10Be isotope as mea-
sured in the Dye-3 Greenland ice core, [10Be]11. Note that the [10Be]11 scale has
been inverted to allow direct comparison with [RG]11
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der minimum, the Dalton minimum can be seen at about 1790-1830 in both
data series, and there is a weaker minimum around 1900. The quasi-periodic
behaviour with period of 80–100 years was first noted by Gleissberg [1944].
These long-term changes are mirrored in data on the terrestrial response to
solar activity – specifically geomagnetic activity and auroral activity. Geo-
magnetic activity will be discussed in the next section. Aurora is present, at
some latitude and strength, on all nights, but moves to lower latitudes as ge-
omagnetic activity is enhanced in response to the enhanced solar wind speed
and, more importantly, the size and orientation of the heliospheric field at
Earth. Legrand and Simon [1985], Simon and Legrand [1987], and Legrand
and Simon [1991] have investigated the threshold latitude which makes the
percentage of auroral nights at and below that latitude a good indicator of
solar-terrestrial activity. Auroral occurrence has shown considerable changes
over the past 500 years [Silverman, 1992]. Pulkkinen et al. [2001] show that
the long-term variation in 11-year running means of low-latitude aurorae is
very similar to that in the smoothed sunspot numbers.

One notable difference between the smoothed sunspot numbers and the
10Be abundance is that the latter only rises to the largest values at the
end of the Maunder minimum. Letfus [2000] shows the same is true of the
occurrence of low-latitude aurora which falls to its lowest values only by
the end of the Maunder minimum in sunspot data. On the other hand, the
inferred production rate of the 14C isotope [Kocharov et al., 1995] shows a
longer-lived minimum. Thus both cosmogenic isotopes (shielded from Earth
by the local heliospheric field) and auroral activity (enhanced when the local
heliospheric field is enhanced) provide some evidence that the magnetic flux
in the heliosphere decayed relatively slowly even when flux emergence through
the solar surface was sufficiently reduced that almost no sunspots were seen.

Figure 66 shows the solar cycle variations in both the 10Be abundance
and the sunspot number RG for 1830–1980. These data have been de-
trended by subtracting the simultaneous 11-year running means to give
∆[10Be](t) = [10Be](t) − [10Be]11(t) and ∆RG(t) = RG(t) − [RG]11(t). It
can be seen that the 10Be abundance clearly reflects the solar cycle variation,
although there are some phase differences in the earlier data shown. There
are three factors which contribute to such phase discrepancies. The first is
the dating of the ice core, the second is the delay in deposition of the isotopes
produced in the stratosphere into the ice sheet, and the third is the sparcity of
sunspot observers for early data. As an example of the latter, there has been
considerable debate as the whether the sunspot observations failed to record
a small, short sunspot cycle in the, otherwise, unusually long cycle number 4
which lasts from 1846 to 1880 in the group sunspot number and Wolf sunspot
number data series [Usoskin et al., 2003b, Krivova and adn J. Beer, 2002].
In this context, Krivova and adn J. Beer [2002] show that both 10Be and
14C cosmogenic isotope abundances, and the low-latitude auroral activity, all
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Fig. 66. Low pass filtered data on the group sunspot number and the 10Be isotope
abundance in the Dye-3 Greenland ice core. The grey area is ∆[10Be], the deviation
of annual values of the abundance [10Be] from the 11-year means [10Be]11; the black
line is the best fit of ∆RG, the corresponding deviation of annual values of RG from
[RG]11. The solar cycle variations of the two parameters can be seen to be in phase
throughout most of the interval shown

follow the Hoyt and Schatten and Wolf sunspot number data series, with an
unusually long cycle number 4.

Figure 67 shows the full data sequences of the detrended 10Be data and the
group sunspot number and a second major difference can be seen: whereas
there are almost no spots in the Maunder minimum (and thus no cyclic
behaviour), oscillations near 11 years are seen in the 10Be data throughout
the Maunder minimum [Beer et al., 1998]. This suggests that open flux may
well have still emerged in the Maunder minimum, and what distinguishes
this interval is not a complete lack of flux emergence but a lack of emergence
of BMRs of sufficient strength and size to be seen as sunspots. Solar cycles
in the terrestrial response during the Maunder minimum are also seen in
geomagnetic activity [Feynman and Crooker, 1978, Cliver et al., 1998] and,
to a lesser extent, in the occurrence of low-latitude aurorae [Letfus, 2000].
(Note, however, that the spectral analysis by Silverman [1992] and Silverman
and Shapiro [1983], of auroral records for 1650–1725 did not detect any 11-
year oscillation). The continued cyclic activity during the Maunder minimum
in these indicators can be interpreted as showing that magnetic flux continued
to emerge through the solar surface during the Maunder minimum, but that
almost none of it was in the form of the strong, large BMR flux tubes that give
sunspots. One possibility is that the strong solar dynamo ceased to operate,
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Fig. 67. The full sequences of the detrended 10Be and sunspot data (∆[10Be] and
∆RG in the top and bottom panels, respectively) since 1600

but the weak, turbulent dynamo continued and produced flux which lines
up to make a nett contribution to the open flux, possibly at a lower level or
maybe even at the same level as during modern times. Searches that have
been made for phase skips in the cosmogenic isotope abundance cycles as
they may reveal the dynamo behaviour through the Maunder minimum have
been inconclusive [Feynman and Gabriel, 1990].

5.2 Geomagnetic Variations

The previous section made a number of references to geomagnetic observa-
tions. To understand their implications properly it is important to under-
stand these data and how they are influenced by solar magnetism. One of
the longest available datasets is the aa index , compiled for 1868–1968 by
Mayaud [1971, 1972] and subsequently continued to the present day. The aa
index quantifies geomagnetic activity from the range of variations in the ge-
omagnetic field during three-hourly intervals, recorded since 1868 by pairs of
near-antipodal, mid-latitude magnetometers in England and Australia. Be-
cause the instruments used have been carefully cross-calibrated and because
the data have been processed in a uniform way, this is a highly valuable and
homogeneous data series. The aa index is defined as the average of the aa
values from the two near-antipodal magnetometer stations. The exact loca-
tion of the stations used has varied. Initially, Greenwich and Melbourne were
employed. However, the Australian station was moved in 1919 to Toolangi
and in 1980 to Canberra; the UK station was moved to Abinger in 1926 and
to Hartland in 1957. For each change in location, a correlation analysis was
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carried out and calibration factors used to allow for changes in geomagnetic
latitude and local effects. The procedure used to derive aa is demonstrated
by Fig. 68.

Fig. 68. The compilation of the aa geomagnetic index. The range (RN and RS
for the northern and southern hemisphere observatories) of the variation in the
observed horizontal component of the magnetic field (∆HN and ∆HS) is scaled in
each three-hour interval. These are then converted into K values, after the quiet
diurnal variation has been subtracted and, using station-dependent scaling factors,
aa indices are derived for the northern and southern hemisphere separately (aaN
and aaS respectively). The aa index is the arithmetic mean, aa = (aaN + aaS)/2.

Variations in the observed magnetic field are driven by many factors,
ranging from thermal ionospheric tides and winds to the effect of transient
solar disturbances in the solar wind. The size of the perturbation seen de-
pends on a number of factors including the ionospheric conductivities (due
to photoionisation by solar EUV and X-ray radiations and to particle impact
ionization by auroral precipitation). One key phenomenon is the magneto-
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spheric substorm, the occurrence and severity of which are controlled by the
strength and orientation of the local heliospheric field (the IMF). The reasons
can be understood from Poynting’s theorem for energy flow applied to the
magnetosphere [Cowley, 1991].

If we compress a magnetic field by ∂v in volume, we do work against the
magnetic pressure of ∂WB = (B2/2µ0)∂v. Thus the rate at which energy is
stored in the field in a volume v is

∂WB

∂t
=

∂

∂t

(∫

v

(
B2

2µ0

)
dv

)
=

(
1

µ0

)∫

v

(
B · ∂B

∂t

)
dv (152)

If we substitute from Faraday’s law,∇×E = −∂B/∂t, use the vector relation
∇ × (E × B) = B · (∇ × E) − E · (∇ × B), and apply Ampére’s law,
(∇ ×B) = µ0J , the definition of Poynting flux, S = (E ×B)/µ0, and the
divergence theorem,

∫
v
∇ · Sdv =

∫
A
S · da (where the surface A surrounds

the volume v), we derive Poynting’s theorem:

∂WB

∂t
= −

∫

A

S · da−
∫

v

E · Jdv (153)

The first term on the right is the divergence of the Poynting flux and the
second is the ohmic heating term. Using Ohm’s law, J = σ[E + V ×B], it
can be shown that the ohmic heating term has two parts, the resistive energy
dissipation and the mechanical work done against the J ×B force.

If we consider steady state, ∂WB/∂t is zero and a region where J ·E > 0
is a sink of Poynting flux, i.e. energy goes from the electromagnetic field
into the particles (giving acceleration and heating). Conversely regions of
J ·E < 0 are sources of Poynting flux, i.e. energy goes from the particles into
the electromagnetic field.

In current-free regions in non-steady situations,
∫
A S · da = ∂WB/∂t. In

this case, the divergence in the Poynting flux is balanced by changes in the
energy stored in the local magnetic field. A sink/source of Poynting flux is a
region where the energy stored in the field is increasing/decaying.

A southward IMF (in the −ZGSM direction), frozen into the solar wind
flow (in the −X direction), gives a dawn-to-dusk electric field (in the +YGSM
direction) in the Earth’s frame (E = −V SW × B). The geomagnetic field
forms an obstacle to the solar wind flow and generates a low-density cavity
within it, the magnetosphere. Because the solar wind is super-Alfvénic (the
Alfvén Mach number, MA = VSW /VA is of order 9, see reftab:1p4), a bow
shock forms upstream of the boundary between the solar wind and the mag-
netosphere, the magnetopause. The slowed and heated solar wind between
the bow shock and the magnetopause is called the magnetosheath, as shown
in 69. Poynting flux is radially away from the Sun in the solar wind and is
enhanced at the bow shock (BS) and magnetosheath (MS) where J ·E < 0
(meaning that kinetic energy of the solar wind flow is converted here into
Poynting flux) because of the currents associated with the draping of IMF
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Fig. 69. Schematic of energy flow in the noon–midnight plane of Earth’s magneto-
sphere, shortly after the interplanetary magnetic field (IMF) has turned southward
in the GSM frame ([BZ ]GSM < 0) – i.e. during the growth phase of a magneto-
spheric substorm. Other features labelled are the solar wind (SW, shaded dark
grey), the bow shock (BS) which is the outer boundary of the magnetosheath
(MS, shaded light grey), the magnetopause (MP) which bounds the magnetosphere
(shaded white), of which the magnetospheric tail lobes (L), the plasma sheet (PS)
and the ring current (RC) are labelled. Dashed arrows give the Poynting flux, S,
solid lines with arrows are the magnetic field, B, and vectors in the dusk/dawn
directions (out of the plane of the diagram) show the electric field, E, and the
current density, J . (Note that the distortion of the figure introduced by the need
to foreshorten the magnetospheric tail means that S does not appear orthogonal to
B in some places). reconnection sites in the dayside magnetopause and cross-tail
current sheet are labelled X and XT , respectively.

field lines around the magnetosphere in the magnetosheath. The Chapman–
Ferraro (C–F) currents flow in the magnetopause and are associated with
the difference between the high-field in the magnetosphere and the generally
lower fields outside it. The C–F currents are dawnward on the long tail lobe
boundaries, making J ·E > 0 and so these surfaces are sources of Poynting
flux and energy is extracted here from the sheath plasma flow. Near the nose
of the magnetosphere the currents are duskward (i.e. J · E). This part of
the magnetopause is a sink of Poynting flux, consistent with the outflows
away from the reconnection site, X. The oppositely-directed fields of the two
tail lobes are separated by the cross-tail current where J ·E > 0. This sink
of Poynting flux is consistent with the tail reconnection site XT and where
much of the energy extracted from the solar wind is deposited to generate
the energetic plasma of the plasma sheet (PS) and the ring current (RC). In
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a substorm growth phase, the reconnection rate at XT has yet to respond to
the enhanced reconnection at X and thus open flux is generated faster than
it is destroyed. This means that open geomagnetic flux accumulates in the
tail lobes and the consequent rise in magnetic energy is a sink of Poynting
flux.

Fig. 70. Same as Fig. 69, for when the IMF has persisted in a southward orientation
(for longer than a typical growth phase duration of 40 min.) and the onset of
fast reconnection in the cross-tail current sheet (at XT , which is usually a new
reconnection site closer to Earth) means that the substorm has developed into
an expansion phase. In this phase, the magnetic energy and open geomagnetic
flux stored in the tail lobes during the growth phase is released by the rate of
reconnection at XT exceeding that at X. Now ∂WB/∂t is negative in the tail lobes
which become sources of Poynting flux. The field configuration changes in the near-
Earth tail associated with this release of energy drive currents in the midnight sector
ionosphere (the so called “current wedge”) and ionospheric conductivity is enhanced
by the precipitation of the particles energised in the plasma sheet. Thus energy is
deposited in the upper atmosphere by both joule heating and energised particle
precipitation. These currents give geomagnetic activity, detected by ground-based
magnetometers and quantified by indices such as aa

Figures 69 and 70 consider two situations that occur when the IMF points
southward. For this IMF orientation, the motion of the frozen-in field causes
an electric field in the Earth’s frame E = −V SW × B which points from
dawn to dusk. That electric field is communicated into the magnetosphere by
magnetic reconnection at the dayside boundary of Earth’s magnetosphere (at
X, with a dawn-to-dusk reconnection rate electric field), which generates open
geomagnetic flux (that threads the magnetopause). This open flux is moved
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into the tail lobe by the solar wind flow and is destroyed by reconnection
(again associated with dawn-to-dusk electric field) in the cross-tail current
sheet (at XT ). Figure 69 shows the situation shortly after a southward turning
of the IMF, the reconnection voltage along X exceeds that along XT , which
has yet to respond to the IMF change. This applies throughout an interval
termed the substorm growth phase. Along the long boundaries of the tail
of the magnetosphere J · E < 0, making these regions sources of Poynting
flux, where energy is extracted from the flow of the shocked solar wind in
the magnetosheath. This energy is stored in the tail lobes as magnetic energy
(∂WB/∂t > 0) as magnetic flux is appended to the tail lobes because open
flux is generated and appended to the tail faster than it is being destroyed.

This accumulation of energy in the tail lobes during the growth phase
cannot continue indefinitely and as the cross-tail current in the near-Earth
tail increases it becomes unstable and fast reconnection is established at a tail
reconnection site XT . This destroys open flux more rapidly than it is produced
giving, ∂WB/∂t < 0. Thus the energy stored in the tail lobes during the
growth phase is released into the inner magnetosphere and nightside upper
atmosphere. This is called the substorm expansion phase and is illustrated in
Fig. 70. The reconfiguration of the field in the near-Earth tail means that the
inner edge of the cross-tail current is diverted to flow through the ionosphere
in the substorm current wedge, and the precipitation of energetic particles
(produced in the plasma sheet sink of Poynting flux) enhances the aurora
and ionospheric conductivities. Magnetometers at high and middle latitudes
show deflections due to the auroral electrojet, the part of the current wedge in
the ionosphere. Growth phases typically last about 45 minutes and for steady
southward IMF, these substorm cycles of energy storage and deposition last
of order 1.5 hours and set the observed range of variation in the three hour
intervals of the aa index.

A very different situation prevails when the IMF points northward, as
demonstrated by Fig. 71. In this case, the long boundaries of the geomag-
netic tail are sinks of Poynting flux and energy deposition in the near-Earth
magnetosphere and ionosphere is restricted to weak directly-driven deposi-
tion on the dayside and the weak remnants of prior periods of southward IMF
on the nightside. Thus the energy deposition, and the geomagnetic activity
associated with it, are strong functions of the IMF orientation [Arnoldy, 1971,
Baker, 1986, Bargatze et al., 1986, Stamper et al., 1999].

Care must be taken when interpreting magnetometer data because of a
number of complicating factors [Mayaud, 1976, Baumjohann, 1986]. The sub-
storm auroral electrojet forms in the midnight sector in a geomagnetic fame of
reference and thus the magnetic local time (MLT) of the station is important,
as well as its geomagnetic latitude (which determines how close the station
is to the auroral oval). MLT is defined from the hour angle of the Sun at the
point where the field line in question cuts the ecliptic plane and depends on
the Universal Time (UT), the time-of-year and the geomagnetic coordinates
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Fig. 71. Same as Figs. 69 and 70, for northward IMF in the GSM frame
([BZ ]GSM > 0). The interplanetary electric field and the currents in the bow shock
and magnetosphere (associated with the draping of the IMF round the magneto-
sphere) are all reversed compared to the [BZ ]GSM < 0 case; however the strong
magnetospheric field strengths mean that the C–F currents are not radically altered.
Now the long boundaries of the tail lobes are sinks of Poynting flux, the energy go-
ing into accelerated outflow from reconnection sites which are on the sunward edges
of the tail lobe magnetopause (XNL and XSL for the northern and southern hemi-
sphere lobes, respectively). Because there is residual open flux in the tail lobes
produced by prior periods of southward IMF, some reconnection continues at XT ,
but at a much reduced rate (associated with weak dawn-to-dusk electric field). Note
that the presence of dusk-to-dawn electric field nearer the magnetopause and dawn-
to-dusk electric field in the centre of the tail means that ∇×E is non-zero and so,
by Faraday’s law, this is inherently a non-steady situation. The only part of the
magnetopause that is a source of Poynting flux is the small region on the dayside.
Energy deposition in the inner magnetosphere and ionosphere is restricted to small
directly-driven effects on the dayside and weak remnant storage system release in
the tail.

of the station. The ionospheric conductivity within the auroral electrojet is
largely set by the associated auroral particle precipitation; however, the cur-
rents detected at a magnetometer station away from the electrojet will also
depend on the local conductivity which, in turn, depends on the solar local
time (SLT, set by the hour angle of the Sun at the station and which there-
fore depends on the UT and the station’s geographic coordinates), and also
on the time-of-year.

However, these UT and seasonal effects (due to station position and iono-
spheric conductivities) are complicated by the effect of the tilt of Earth’s
magnetic dipole axis (see Fig. 72) on energy coupling between the solar wind
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Fig. 72. (Top) The orientation of the Earth’s rotation axis as a function of time
and year. (Bottom panel) The Earth’s rotation axis Ω and magnetic dipole axis
M , as viewed from the Sun in the Geocentric Solar Ecliptic (GSE) frame, in which
XGSE points toward the Sun, ZGSE is the northward normal to the ecliptic plane
and YGSE makes up the right-hand coordinate set and is anti-parallel to the Earth’s
orbital motion). Every 24 hours the magnetic axis rotates around the rotation axis
and so the M vector sweeps out the grey area in each case. The Geocentric Solar
Magnetospheric frame shares the same X axis as the GSE frame, about which the
Z axis is rotated through an angle α such that it lines up with the projection of M
on the Y Z plane. For the September equinox case in the right-hand figure, an IMF
with a positive +YGSE component is shown, giving a southward IMF in the GSM
frame ([BZ ]GSM < 0). The IMF clock angle θ in the GSM frame is also shown

and the magnetosphere. Earth’s rotation axis makes an angle of 23◦ with
the ZGSE axis and circles around once per year. The magnetic axis makes
an angle of 11◦ with the rotation axis and circles around it once per day.
Thus the rotation angle α between the GSE and GSM reference frames is a
function of both UT and time of year. This is significant because the energy
coupling characteristics, as discussed in Figs. 69, 70 and 71, depend on the
northward IMF component in the GSM frame, [Bz]GSM .

Figure 73 shows the occurrence of IMF orientations in the YZ plane of the
GSE frame. It can be seen that |BZ |GSE is generally smaller than |BY |GSE
which makes the rotation angle α very important in generating the large
negative [BZ ]GSM which drives geomagnetic activity. Figure 73 shows that
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Z

Y

Fig. 73. The occurrence of orientations of the IMF in the GSE Y –Z plane for all
hourly averages between 1964 and 2000 (see Fig. 28 for corresponding plots in the
Y –X plane)

some [BZ ]GSM < 0 events can be caused by the occurrence of [BZ ]GSE < 0
(with small α), but that a more frequent occurrence is large |BY |GSE which
gives [BZ ]GSM < 0 with a large α of the required polarity (as demonstrated
in the last panel of Fig. 72. This effect is called the Russell–McPherron ef-
fect [Russell and McPherron, 1973] and the largest |α|, giving the best so-
lar wind–magnetosphere coupling is predicted to be at 22 UT at the March
equinoxes and 10 UT at the September equinox. In fact, recent analysis of
geomagnetic activity [Cliver et al., 2000] suggests an additional dependence
on the sunward tilt of the Earth’s magnetic axis (in the GSE ZX plane) that
is not predicted by the theory of Russell and McPherron [1973]. The com-
bined effect of the Russell–McPherron effect and the sunward tilt is called
the “equinoctial effect”.

The role of the angle α means that data from any one magnetometer
station, or meridional chain of magnetometers covering a limited range of
longitudes, must be used with care to quantify geomagnetic activity because
the MLT at which it is most sensitive to substorms occurs at certain UT (that
depends on the longitude of the station) and thus there is an implicit selection
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of α values. For example, a station which approaches the auroral electrojet
most closely at 16 UT or 04 UT relies more on large negative |BZ |GSE events
(CMEs, CIRs etc.) to give the [BZ ]GSM < 0 which generates the activity
it sees, whereas stations for which these times are 10 UT or 22 UT see more
[BZ ]GSM < 0 events because of the larger |α|.
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Fig. 74. The variations of various geomagnetic indices as a function of time of year
and UT. (a) aaS, (b) aaN , (c) aa = (aaS + aaN )/2 and (d) Am

To investigate these effects on the aa index, the top panel of Fig. 74 shows
the average values (over the full duration of the data sequence since 1868) of
aaN and aaS as a function of UT and time of year. Both the English stations
and the Australian stations show peak geomagnetic activity at the equinoxes,
but the UT response is dominated by the station MLT effect and peaks near
21 UT for the English stations and 13 UT for the Australian stations. The
lower panel compares the average of the two, the aa index, with the Am index
which has been compiled since 1959 from 8 groups of 3 or 4 stations (including
the aa stations) covering a full range of longitudes near 50◦ magnetic latitude
in both hemispheres. The plots for the northern and southern hemisphere Am
stations separately (called the An and As indices, respectively) show the same
general features as Fig. 74(d). The limitation of deriving aa from just 2 of the
8 groups used by Am can be seen by comparing parts (c) and (d) of Fig. 74.
The pattern for the Am data is consistent with the equinoctial effect, rather
than the Russell–McPherron effect (see Cliver et al., 2000). The pattern is
not consistent with the third possible effect, the axial effect , caused by the
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Earth being furthest away from the heliographic equator near the equinoxes
(which gives no UT dependence).

The limitations of a two-station index on timescales shorter than one year,
as demonstrated by Fig. 74, were well understood by Mayaud who devised aa
to reproduce annual means of geomagnetic activity. That this was successfully
achieved is demonstrated by Fig. 75 which compares annual means of aa with
those for the Am index and also for the Ap index, a range index which uses
12 stations at different longitudes, all in the northern hemisphere.
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Fig. 75. Variations of annual means of the aa index (commencing 1868 and shown
by the thin black line bounding the grey histogram), the Am index (commencing
1959 and shown by the dot–dash black and white line) and the Ap index (thick
black line commencing 1932)

The outstanding feature seen in the aa data is the long-term drift during
the past 150 years. Application of these data by Lockwood and Stamper
[1999] to estimate the open solar flux (see Section 5.3) has provoked some
debate about the voracity of this long-term change (e.g. Svalgaard et al.,
2004). However, there is considerable evidence from other sources that aa is
correct: Nevanlinna and Kataja [1993] and Nevanlinna [2004] showed that the
earliest aa values were consistent with a dataset for 1844–1899 from Helsinki;
Cliver and Ling [2002] found similar trends to those in aa for other early
geomagnetic indices and Pulkkinen et al. [2001] show that the occurrence of
low-latitude aurorae follows a very similar long-term drift to aa. Figure 75
shows that the trend is also present in the Ap data series (starting 1932).
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Lockwood [2002c, 2003] has demonstrated that the drift is the same in form
for aaN and aaS , which eliminates errors in the intercalibration of the aa
magnetometers and site effects as a potential causes. In fact, the century-
scale drift is found to be almost identical for aaN and aaS , if the amplitude
of the solar cycle variations observed is used to re-calibrate the stations.
Such checks are important because a number of factors can introduce drifts
into the signal seen at any one station. The most obvious the changes are the
locations of the aa station sites, but these must be put into the context of the
changing geomagnetic field. Clilverd et al. [1998] have pointed out that the
drift of the geomagnetic poles has accelerated and that the distance of any one
station from the average location of the auroral oval has changed as a result.
However, the Australian aa stations have drifted poleward in geomagnetic
coordinates by about 2◦ since 1868, whereas the English aa stations have
drifted equatorward by about 4◦ and thus opposite effects would have been
observed in the aaN and aaS if this were an important factor. In addition,
the sensitivity and accuracy of the magnetometers deployed have increased
and the instruments have changed from analogue to digital. Many and subtle
site changes are also possible, for the example the building of nearby power
lines and the height of the water table.
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Fig. 76. Comparison of the aa index with the standard deviation of horizontal
fluctuations ∆HS observed at Sodankylä, Finland

Another check is to compare the aa data with long and homogeneous data
series from other stations. Figure 76 shows one such comparison with data
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from the Sodankylä magnetometer which extends back to 1914. Svalgaard
et al. [2004] suggest that the method of compilation of aa, via the range of
variation in all 3-hour intervals, has introduced the drift erroneously (but only
before 1957). These authors proposed an alternative inter-hour variability
(IHV) index which they applied to data from the American longitude sector
alone. However, Clilverd et al. [2004] have shown that application of the IHV
algorithm to the data from the aa stations produces a variation which is
very similar indeed to aa. In addition, these authors show that variations in
both aa-equivalent or IHV indices using the long data series from Sodankylä
(from 1914, see 76), Eskdalemuir (from 1911) and Niemegk (from 1890) also
all agree very closely with aa.
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Fig. 77. Residuals of linear regression fits of aaS to aaN (grey histogram) and of
Am to aa (solid line)

In order to study relative drifts between two parameters A and B, it
is important to look at the evolution of the residuals to the fits, (A - Afit),
where Afit is the best linear regression fit of B to A. Figure 77 shows the plot
for aaN and aaS (grey histogram) and for aa and Am (black line). In these
plots there is no evidence for a long-term drift because the residuals oscillate
around zero, and neither is there any evidence for step-like changes that could
result from, for example, an uncalibrated change in either data sequence. One
interesting feature is that there is a 22-year cycle in the residuals for aaN and
aaS . This is likely to be related to known asymmetries in the occurrence of
IMF [BY ]GSE > 0 and [BY ]GSE < 0, an example of which can be seen
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Fig. 78. Hale cycle variations in geomagnetic activity. (Top left) The distribution
of [BY ]GSE values for 1964–1973 (n(BY ) is the number of hourly averaged samples
in 1 nT BY bins and N is the total number of such samples). (Top right) The
variation of the asymmetry in IMF [BY ]GSE values, δBY . (Middle) Residuals of
linear regression fits of aaS to aaN , as shown in Fig. 77. (Bottom) The sunspot
number, R. Vertical dashed lines mark times of sunspot minima

in the distribution of hourly [BY ]GSE values (in this case for 1964–1973)
shown in the top left panel of the Fig. 78. For this interval, there are an
excess of negative values. In order to look at the variation of this asymmetry
with time, the top right panel of the figure shows the variation of δBY , the
difference between the 3-monthly means of the absolute values of all the
positive [BY ]GSE samples and of all the negative [BY ]GSE samples (so the
distribution shown in the top left gives δBY < 0). This is significant for the
aa index is because IMF [BY ]GSE > 0 (positive δBY ) gives more-negative
[BZ ]GSM at 10 UT, when the southern hemisphere aa station is close to the
auroral electrojet, whereas [BY ]GSE < 0 (negative δBY ) gives more-negative
[BZ ]GSM at 22 UT, when the northern hemisphere aa station is in a better
position to respond. Thus δBY < 0 favours the detection of geomagnetic
activity in the northern hemisphere station (giving a positive residual in the
second panel). Figure 78 shows that there is indeed an anticorrelation of
the fit residual and δBY . The variation of δBY initially shows a clear Hale
(22-year cycle) variation, reversing shortly after solar maximum (see bottom
panel), at about the same time that the solar polar field reverses. This is less
clear after 1988 but this may, at least in part, be due to many more gaps
in the data in later years when interplanetary monitoring satellites were not
continuously tracked.
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Fig. 79. Residuals of linear regression fits of Ap to aa (solid line) and of ∆HS to
aa (grey histogram) where ∆HS is the standard deviation of horizontal fluctuations
observed at Sodankylä

Figure 79 shows the residuals for the fits of Ap to aa and of ∆HS from
Sodankylä, to aa, and thus compares the interhemispheric aa index with data
from the northern hemisphere data only. This does provide some evidence for
some spurious long-term drift in aa because the residual values consistently
tend to be negative before 1968 and positive after it, with most rapid change
between 1950 and 1970. Neither the Ap data nor the Sodankylä single-station
data can be regarded as an absolute standard, but the combination does sug-
gest that aa values may be up to about 1nT too hight since around 1960.
This may be related to a station change in the northern hemisphere aa data
which took place 1957. However, the comparison of aaS and aaN (77) in-
dicates that the relative drift of southern and northern hemisphere stations
(and that they should co-incidentally both have similar and larger drifts is
highly unlikely) is less that about 0.5 nT, which would only have a 0.25nT
effect on aa = 0.5(aaS+aaN ). The data shown in 75-79 are 12-month running
means and so a calibration a discontinuity would cause a step lasting only
1 year, not the gradual change seen between 1950 and 1970. Thus either a
drift in site conditions (e.g. due to water table height) or a long term change
in the relative occurrence of the two polarities of IMF By is a more likely
explanation. Values of aa since 1960 may be too high by between 0.25 and
1nT (roughly 1-4the main feature of the aa variation, the large rise between
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1900 and 1960, is consistent with all the other data and Figs. 75 and 76 stress
that these effects are small by showing similar behaviour in all indices.

5.3 Implications of the drift in geomagnetic activity

The previous section discussed how geomagnetic activity is caused by en-
ergy extracted from the solar wind. The data also reveal long-term trends
in geomagnetic activity over the past 150 years which mirror the trends in
average sunspot numbers, cosmogenic isotopes and the occurrence of low-
latitude aurora discussed in Section 5.1. The aa index has its limitations on
timescales shorter than one year because of the complex interplay of station
coordinates (in both geographic and geomagnetic coordinates), UT and time-
of-year caused by dipole tilt effects, ionospheric conductivity variations and
the MLT distribution in the deposition of solar wind energy in the ionosphere.
All of these are averaged out on an annual basis by having data from two
antipodal stations and annual means of aa reproduce trends seen in other
data. Figure 80 shows the variation in annual means of aa and Sargent’s
recurrence index Iaa, defined for the jth 27-day Carrington rotation period
as [Iaa]j = (1/13)Σ+6

k=−6c(j+k,j+k+1) where c is the correlation coefficient be-
tween two consecutive 27-day intervals of twelve-hourly aa values [Sargent III,
1986].

The recurrence index is seen to peak in the declining phase of each solar
cycle and this peak is generally larger (in amplitude and duration) for even-
numbered cycles than odd-numbered cycles. This mirrors the behaviour seen
since 1964 in the mean solar wind velocity, VSW [Hapgood, 1993, Cliver et al.,
1996]. The recurrence index quantifies the tendency for geomagnetic activity
to repeat after one solar rotation and so we can relate the declining phase
peaks to the effect of corotating interaction regions (CIRs). These CIRs form
on the leading edge of the fast solar wind streams that emerge from the low-
latitude extensions that are features of coronal holes in the declining phase
of the solar cycle (see Fig. 21). Note also that the recurrence index at times
outside these peaks has decreased during the 20th century. This is a simple
consequence of the rise in aa values shown in the top panel. (Correlation
coefficients rise as the level of variation decreases, up to the limit of unity
for two parameters that do not vary at all, but such a correlation has zero
statistical significance).

Several attempts have been made to use the aa data to deduce the in-
terplanetary and solar conditions before the space age [Russell, 1975]. The
success of such an extrapolation depends critically on the quality of the corre-
lation found between the aa index and the combination of the interplanetary
parameters (the empirical “coupling function”) used to quantify the control-
ling influence of the solar wind and IMF [Baker, 1986]. An early attempt at
extrapolation used data from solar cycle 20 only [Gringauz, 1981] and was
based on a correlation between aa and VSW . However, when data from solar
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Fig. 80. (Top) Annual means of the aa index. (Bottom) Sargent’s recurrence
index Iaa, defined for the jth 27-day Carrington rotation period by [Iaa]j =
(1/13)Σ+6

k=−6c(j+k,j+k+1) where c is the correlation coefficient between two con-
secutive 27-day intervals of twelve-hourly aa values. Even- and odd-numbered solar
cycles, defined by the minimum sunspot number, are shaded white and grey, re-
spectively

cycle 21 were included, a much better correlation was obtained if a depen-
dence on the southward component of the IMF was also introduced into the
coupling function [Crooker and Gringauz, 1993] and this was used to look at
the possible combinations of Vsw and the IMF that existed at the turn of the
century [Feynman and Crooker, 1978]. More recently, Stamper et al. [1999]
obtained an unprecedentedly high correlation coefficient of 0.97 (using a cou-
pling function that is a theory-based combination of Vsw, the IMF magnitude
BSW , the IMF orientation, and the solar wind concentration NSW ), whereas
the correlations for all previously proposed coupling functions were degraded
by the addition of data for solar cycle 22. Importantly, the coupling function
used by Stamper et al. [1999]is based on the physics of solar-wind magne-
tosphere coupling and not based purely on an empirical statistical relation:
this enables extrapolation to be made with confidence.

Lockwood et al. [1999a,b] developed a method for estimating the IMF
magnitude BSW from the aa data using the theory of solar wind energy
extraction by the magnetosphere. This exploits two strong, physics-based and
extremely significant correlations between the IMF, the solar wind and the
aa index, which Lockwood et al. derived using the data from last three solar
cycles (20–22). However, there are uncertainties concerning the calibration
of the early interplanetary measurements [Gazis, 1996], particularly for NSW
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in solar cycle 20. Consequently, Lockwood and Stamper [1999] employed a
different approach. They derived all correlations using data from cycles 21
and 22 only and then predictions for cycle 20 were compared with the IMF
observations. Thus the cycle 20 and 23 IMF data provided an independent
test of the method.

The theory by Vasyliunas et al. [1982] shows that the power delivered from
the solar wind to the magnetosphere Pα is the multiplied product of three
terms: (1) the energy flux density of the interplanetary medium surrounding
the Earth (dominated by the kinetic energy of bulk solar wind flow); (2) the
area of the target presented by the geomagnetic field (roughly circular with
radius l0); (3) the fraction tr of the incident energy that is extracted:

Pα = (mSWNSWV
3/2
SW )× (πl20)× (tr) (154)

The dayside magnetosphere is approximately hemispherical in shape, in which
case l0 equals the stand-off distance of the nose of the magnetosphere which
can, to first order, be computed from pressure balance between the Earth’s
dipole field and the solar wind dynamic pressure.

l0 = k1

(
M2
E

PSWm0

)1/6

(155)

where PSW is the solar wind dynamic pressure (= mSWNSWV
2
SW ), k1 ≈ 0.89

is a factor that allows for flow around a blunt nosed object such as the
magnetosphere and ME is Earth’s magnetic moment (see Chap. 6, Kivelson
and Russell, 1995 and [Merrill et al., 1996]).

The “transfer function” tr must be a dimensionless quantity which in-
cludes the effect of the IMF orientation which plays a key role. Figures 69–71
show the limits of behaviour for purely southward and northward directed
IMF, in the GSM frame, and the theory must allow for all IMF orientations
in between. The form of the dimensionless transfer function tr suggested by
Vasyluinas et al., includes an empirical sin4(θ/2) dependence on the IMF
clock angle θ (the angle that the IMF makes with northward in the GSM
frame of reference, see Fig. 72) which allows for the role of magnetic recon-
nection between the IMF and the geomagnetic field [Scurry and Russell, 1991,
Akasofu, 1981]. To allow for any dependence on the solar wind flow speed,
the transfer function adopted also depends on the solar wind Alfvén Mach
number, MA, to the power 2α where α is called the “coupling exponent” and
must be determined empirically.

tr = k2M−2α
A sin4

(
θ

2

)
(156)

where k is a constant. From (154)–(156)

Pα = km
(2/3−α)
SW M

2/3
E B2α

SW

[
N

(2/3−α)
SW v

(7/3−2α)
SW sin4

(
θ

2

)]
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= km
(2/3−α)
SW M

2/3
E B2α

SW f =
aa

sa
(157)

To compute α, the aa index is assumed to be proportional to the extracted
power Pα = (aa/sa), an assumption that is verified empirically. The optimum
α, which gives the peak correlation coefficient c between Pα and aa, is then
determined and the constant s′a = ksa is then found from a linear regression
fit of aa to Pα.

Stamper et al. [1999] analysed each of the terms in the best-fit coupling
function given by (157) for the interval since 1963 when interplanetary mon-
itoring began. They showed that more than half of the change in aa over
the last three solar cycles was caused by an upward drift in BSW . There
were smaller contributions from increases in NSW and VSW but the average
IMF clock angle θ had grown slightly less favourable for causing geomagnetic
activity (because there was a slight tendency for the IMF to stay closer to
the ecliptic plane). In order to use (157) to evaluate BSW , the terms in the
square brackets are grouped together into a single parameter f , the variation
of which (on annual time scales) is dominated by that in VSW . The recur-
rent intersections with long-lived CIRs ahead of fast, solar wind emanating
from the low-latitude extension of coronal holes raise both the mean VSW
and the recurrence index Iaa. Hence both f and Iaa increase together in the
declining phase of sunspot cycles. However, Iaa tends to remain high towards
sunspot minimum because aa values are low and relatively constant, whereas
VSW and f are lower. Consequently, Lockwood and Stamper [1999] adopted
a relationship for a predicted f of the form

fp = sf I
β
aaaa

λ + cf (158)

where the exponents β and λ give the optimum correlation coefficient and the
constants sf and cf are then found from a linear regression fit of observed
f against fp. Substituting for f in (157) using fp given by (158) allowed
Lockwood et al. to compute BSW from the aa data series. They employed
estimates of ME from the IGRF reference model fit to geomagnetic data and
assumed the composition of the solar wind is constant with a mean ion mass
of 1.15 a.m.u. The top two panels of Fig. 81 show how closely Pα from (157)
matches aa and how the observed parameter f can be matched using (158)
and the aa index data.

In three dimensions, Parker spiral theory [e.g. Gazis, 1996] predicts the
heliospheric field in heliocentric polar coordinates (r, φ, ψ) will be

BSW = {B2
r +B2

φ +B2
ψ}1/2 = Br[1 + tan2 γ]1/2

= B0

(
R0

r

)2 {
1 + (ωr cosψvSW )

2
}1/2

(159)

where B0 is the coronal source field at the solar source sphere, r = R0 from
the centre of the Sun (where the solar field becomes approximately radial), ω
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is the equatorial angular solar rotation velocity, and ψ is the heliographic lati-
tude. Parker spiral theory is very successful in predicting annual means of the
heliospheric field orientation around Earth [Stamper et al., 1999] because per-
turbing phenomena like CIRs and CMEs are averaged out. Note however, that
at higher solar latitudes agreement is not so good [Smith and Bieber, 1991].
Near the ecliptic, both the observed gardenhose angle and that predicted by
(159) (dashed line) remain close to 45◦ and, as a result, the radial heliospheric
field component |Br| is proportional to BSW , i.e. |Br| ≈ |Brp| = sBBSW to
a very good degree of approximation.

The bottom panel of Fig. 81 shows the radial component of the observed
IMF. It reveals an upward drift superposed on the solar cycle variation. Equa-
tion (159) tells us that these variations in |Br| reflect variations in the coronal
source field, |B0|. The thin straight line is a linear regression fit over three
full solar cycles and reveals that the increase is by a factor of 1.3 over this
interval.

Table 6. Regression Fits Used to Compute FS

Fitted Correlation Significance Coefficients Slope Intercept

parameters coefficient, c level (%)

aa and aap 0.966 > 99.99 α = 0.3085 s′a = ksa = –

4.7022 × 10−18

f and fp 0.934 > 99.99 β = 0.2271 sf = cf =

λ = 1.2114 5.71 × 105 2.61 × 107

〈|Br|〉 and Brp 0.928 > 99.99 – sB = 0.5606 –

units: aap (in nT) = s′a〈ME in T m3 〉2/3m(2/3−α)
SW 〈NSW in m−3 〉(2/3−α)〈vSW in

km s−1 〉(7/3−2α)〈BSW in nT 〉2α 〈sin4(θ/2)〉 f = 〈NSW in m−3 〉(2/3−α)〈vSW in
km s−1〉(7/3−2α) 〈sin4(θ/2)〉 and fp = sf 〈I〉β 〈aa in nT 〉λ + cf Brp (in nT)

= sB〈BSW in nT 〉

Using the Ulysses result, (73), (157) and (158) yield

FS =

(
1

2

)
4πR2

1|Br| = 2πR2
1sBBSW

= 2πR2
1sB

{
[s′a(sf I

β
aaaa

λ + cf )m
(2/3−α)
SW M

2/3
E ]

aa

}−0.5/α

(160)

Table 6 gives all the best-fit coefficients derived from the fits shown in
Fig. 81 which can be used in (160) to compute the open solar flux FS from
aa. Estimates of ME from the IGRF model fit to geomagnetic data are used
for a given date and it is assumed the composition of the solar wind gives the
present-day mean ion mass of 1.15 a.m.u. at all times. Annual means of aa
are required to average over the UT and time-of-year dependencies discussed
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Fig. 81. The three correlations in annual means used to compute the open solar
flux from the aa index. (Top) The best-fit aa index value predicted using (157), aaP ,
and the observed annual mean of aa. (Middle) The parameter f , defined by (157),
as predicted from aa by (158), fp, and as measured by interplanetary satellites,
f , and (Bottom) the radial field value observed, |Br|, and that predicted from the
IMF strength using a constant average garden hose angle, Brp. In each case the
predicted values are the black solid lines and the observed values are grey-and-black
dot–dash lines. The correlation coefficients are 0.966, 0.934 and 0.928 which are all
significant at greater than the 99.99% level.

in the previous section, but these can be generated on a monthly basis by
moving the 12-month window forward one month at a time (thus only every
12th point is fully independent data). The results are shown in Fig. 82. Note
that the extrapolation [FS ]aa is not a simple correlation of aa with open flux:
it is based on the theory of energy coupling between the solar wind and the
magnetosphere and uses the recurrence index to remove the effect of fast solar
wind streams. Figure 82 shows the agreement of the open flux derived from
aa, using (160), with the estimate derived from interplanetary measurements,
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Fig. 82. The long term variation of open solar flux derived from the aa index [FS ]aa
(grey histogram) using the procedure developed by Lockwood et al. [1999a,b] and
derived from IMF measurements, [FS ]IMF (solid line)

using (73). The agreement can be seen to be very good and both the solar
cycles and the drift observed after 1964 are very well reproduced.

The drift in average aa values is highly significant, amounting to more
than a doubling in average values between 1900 and 1960. Note that the
analysis of the aa index in Section 5.2 suggest that the open flux for up to
1960 may be a constant factor of 1-4data are shown in Fig. 83. The plot
shows 11-year running means of various open solar flux estimates: from aa,
[FS ]aa; from IMF measurements, [FS ]IMF ; from a linear regression fit to the
anticorrelated cosmic ray counts observed by the Moscow neutron monitor
[FS ]M ; and from the solar magnetograms using the Potential Field Source
Surface PFSS method [FS ]PFSS [Schatten et al., 1969, Schatten, 1999]. All
methods show the same trends and all point to 1987 being a significant peak
in the long-term variation of the open flux.

The two perihelion passes by the Ulysses spacecraft provide a good op-
portunities to test the various methods of computing the open solar flux,
under solar minimum and solar maximum conditions (see Section 2.5). In
these passes, the satellite took about 9 solar rotations to traverse from −80◦

heliographic latitude to +80◦: with the assumption that there was little drift
in the open flux during these intervals and that short term events averaged
out, the observed radial field can be averaged to give estimates of the average
open solar flux during the passes [FS ]U that include data from all latitudes.
Lockwood et al. [2004] have tested out the near-Earth methods (from IMF
data and the aa index) and the PFSS method against these data. They also
tested the predictions of the model by Solanki et al. [2000], [FS ]SM , bearing
in mind they were made after the first perihelion pass but before the second.
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Fig. 83. Eleven-year running means of various indicators of the open solar flux:
derived from the aa index, [FS]aa (grey area); derived from IMF measurements,
[FS ]IMF (dashed line); from a linear regression fit to cosmic ray counts observed by
the Moscow neutron monitor [FS ]M (black solid line); and from the solar magne-
tograms using the PFSS method [FS ]PFSS The black histogram gives the sunspot
number, R. From Lockwood [2003].

(This model is discussed further below). The results are shown in Table 1.
If we take [FS ]U to be our best estimates, [FS ]IMF and [FS ]aa values are
accurate to within 5%, but [FS ]PFSS to only 47% (the error being much
higher for the solar maximum pass). [FS ]U for the second (solar maximum)
pass was only slightly greater than for the first (at solar minimum), which
would not be expected from the variation of [FS ]IMF seen over previous cy-
cles. However, the Solanki et al. model does reproduce this behaviour well. It
underestimates the open flux in both cases, but by only 9% and 15%. Note
that this application of the model is as given by the original authors, i.e. the
intitial conditions were that [FS ]SM = 0 at the end of the Maunder mini-
mum. To be accurate to within 15%, 300 years later gives some confidence in
the predictions of the model for the intervening years.

Figure 84 provides an insight to the origins of this variation in open flux.
The top panel shows the rate of change of [Fs]aa has been positive for most of
the time since 1868, but there have been two periods in which the open flux
has declined, 1890–1903 and 1957–1969. These correspond to the two longest
solar cycles. The second panel shows the solar cycle length, L, determined
using the autocorrelation technique of Lockwood [2001a]. (Note that there
are similarities, but also considerable differences, to the well-known heavily
filtered variation of L, derived from peak and minimum timing analysis by
Friis-Christensen and Lassen [1991]). Other methods to derive L have been
reviewed by Fligge et al. [1999]. One can interpret the top two panels of
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Table 7. Estimates of the open solar flux During the First and Second Perihelion
Passes of Ulysses

First Second

perihelion fast latitude scan perihelion fast latitude scan

open flux, FS {FS − [FS ]U} open flux, FS {FS − [FS ]U}
(1014 Wb) [FS ]U (1014 Wb) [FS ]U

From Ulysses, [FS ]U 4.54 0 5.05 0

From IMF, [FS ]IMF 4.77 +5% 4.85 -4%

From aa, [FS ]aa 4.31 -5% 5.01 -1%

From PFSS, [FS ]PFSS 3.93 -13% 2.70 -47%

From model, [FS ]SM 4.15 -9% 4.31 -15%

Fig. 84 as showing that a series of short cycles cause a build-up in open
flux, whereas long cycles allow it to decay. Solar cycle length is also related
to sunspot number [Solanki et al., 2002a] and the rise in smoothed sunspot
number R11 is also reflected in a rise in L. Hence the relationship between
L and dFs/dt may also depend on the rate of production of open flux E
by emergence in active regions. Solanki et al. [2000] suggest that the loss of
open flux is, on average, linear (i.e. at a rate FS/τ) with a time constant τ
of a few years. Such a long time constant has be questioned, but it should
be remembered that it is an average of newly-emerged open flux in active
regions and long-lived open flux in polar coronal holes . The fourth panel in
Fig. 84 shows the emergence rate E computed using the simple continuity
equation proposed by Solanki et al. [2000].

dFS
dt

= E −
(
FS
τ

)
(161)

and time constants ranging from τ of 1.5 yr (upper line) to 3.5 yr (lower
line) in steps of 0.5 yr. It can be seen the emergence rate required has a
variation which is a combination of R11 and R (shown in the bottom panel).
Solanki et al. [2000] devised a method for computing open flux emergence
from sunspot number and used (161) to model the variation in FS . They
assumed that the open flux fell to zero at the end of the Maunder minimum
and modelled the variation forward in time to get a good match to the results
of Lockwood and Stamper [1999]. Foster and Lockwood [2001] used the spread
of sunspot latitudes in the Greenwich sunspot data to model the emergence
rate. They started the model from the observed open flux for the year 2000
and evaluated (161) backwards in time to 1874. The best-fit time constant τ
is 3 years and gives the results shown in Fig. 85.

Solanki et al. [2002b] have refined this model by considering various clas-
sifications of surface solar magnetic flux, including active regions, ephemeral
flux and active region remnants, and applying a continuity equation to each,
forming a coupled set of equations. The best fit to [FS ]aa then yields a shorter
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Fig. 84. (From top to bottom): The rate of change of open flux, dFS/dt derived
from the aa index; the length of the solar cycle L determined from the peak of
the autocorrelation function of sunspot number [see Lockwood, 2001a,b, Lockwood
and Foster, 2001] – note that the L scale has been inverted; the 11-year smoothed
sunspot number, R11; the emergence rate E, for linear loss time constants τ of
1.5(0.5)3.5 yr; and the sunspot number, R

time constant of nearer 1.5 years. An important point about this second model
is that it predicts that although the open flux is only a small fraction of the
total surface flux, the two have similar time variations. If this prediction
were to be confirmed, open flux (and hence cosmic ray fluxes and cosmogenic
isotopes) would be confirmed as reliable proxies for the surface solar flux.

Numerical models of the evolution of emerged flux, under the influences
of differential rotation, supergranular diffusion, and meridional circulation
have also reproduced the long term drift in the open solar flux [Schrijver
et al., 2002, Wang et al., 2002, Lean et al., 2002, Wang et al., 2002, Wang
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Fig. 85. Comparison of open flux derived from the aa index by Lockwood et al.
[1999a], [FS ]aa (in grey) with model predictions [FS ]SM by the model of Solanki
et al. [2000], as implemented by Foster and Lockwood [2001].

and Sheeley Jr., 2004]. In these models, the total newly-emerged flux and its
distribution in the active region belts, is prescribed as an input to the model
and is made to follow the butterfly pattern and any long-term trend indicated
by the sunspot number. An example is given in Fig. 86 (from Lean et al.,
2002), in which a series of solar cycles of increasing strength are simulated.
The bottom panel shows the longitudinally-averaged surface magnetogram
which successfully reproduces the major features of observations (compare
with Fig. 14). Part (b) shows the resulting open flux variation which reveals
an upward drift of a magnitude comparable to that derived by Lockwood
et al. [1999a,b] from the aa index. Thus if we have a series of increasing solar
cycles, as indeed were observed between 1900 and 1960, these simulations
predict that the open solar flux will rise. Lean et al. point out that this is
accompanied by only a very small rise in the solar-minimum surface flux and
thus, unlike the Solanki et al. [2002b] simulation discussed above, the open
flux is not a good indicator of the surface flux in these predictions.

Certainly, Fig. 86 predicts that a rise in open solar flux can occur in the
almost complete absence of a corresponding rise in the surface flux. However,
it mast be noted that this simulation only included the output of the strong
solar dynamo, with all emerged flux associated with active regions that do
not overlap in successive cycles. No flux emergence from the weak dynamo
and in extended solar cycles was included. Thus effects of varying degrees
of cycle overlap, giving large drifts in the solar minimum surface flux, were
excluded and so the inputs to the model determined that there was no drift
in surface flux. The ephemeral flux produced by the weak solar dynamo may
have random orientations, in which case it is unlikely to coherently add to
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Fig. 86. Simulation of the surface magnetic flux and the open solar flux by Lean
et al. [2002]. Flux emergence is prescribed in a butterfly pattern and the total
emerged flux that is input into the model is shown in panel (c). This flux evolves
to give the simulated longitudinally averaged surface magnetogram shown in (d).
The time variations of the resulting total surface flux and the open solar flux are
shown in panels (a) and (b), respectively

influence the open solar flux [Wang and Sheeley Jr., 2003c], but would still
contribute to the surface flux. In summary, this simulation implies that there
need not be a strong relationship between the open solar flux and the surface
flux, but does not exclude the possibility that there is such a relationship in
practice.
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5.4 Open Solar Flux, Cosmic Rays and Cosmogenic Isotopes

Section 3.2 has discussed the strong and highly significant anticorrelation
between open flux derived from aa, [FS ]aa, and cosmic ray observations (see
Figs. 42 and 45). The longer data series of [FS ]aa available allows us to search
for corresponding anticorrelations with cosmogenic isotopes produced by cos-
mic ray bombardment [O’Brien et al., 1991]. Lockwood [2001a, 2003] has
found strong and significant anti-correlations between cosmogenic isotopes
and the [FS ]aa data which begin in 1868. A summary is provided by Fig. 87
which show the variations of the 10Be isotope from the Dye-3 Greenland ice
core [Beer et al., 1990, 1998, Beer, 2000] and the 14C production rate derived
from observed abundances in tree rings using a 2-reservoir model [Stuiver and
Quay, 1980, Stuiver and Braziunas, 1989, Stuiver et al., 1988a,b]. Both have
been scaled in terms of open flux by a linear regression fit to [FS ]aa. Further
evidence for the century-scale drift in open flux been found from the 44Ti cos-
mogenic isotope found in meteorites [Bonino et al., 1998]. In addition, Ivanov
and Miletsky [2004] have shown that reconstructions of the open flux based
on H-α spectroheliograms show a very similar variation. The grey area in
Fig. 87 gives the predictions of the model of Solanki et al. [2000], made using
sunspot number to quantify emergence rate and working backwards in time
from modern-day values and fitted to the [FS ]aa data (black line). Note that
in Fig. 87 the [FS ]aa sequence has been continued back in time to 1844 using
the extension to the aa index made using the Helsinki magnetometer data
by Nevanlinna and Kataja [1993]. It can be seen that the model agrees well
with the cosmogenic isotope data and the linear regression fits yield average
open flux values at the end of the Maunder minimum of about 1.5×1014 Wb,
roughly one third of the present-day values. Details of the regression fit and
the inferred response function of the 10Be cosmogenic isotopes are given by
Lockwood [2001a].

From the anticorrelation between the open flux derived from the aa in-
dex and the Dye-3 10Be cosmogenic isotope data, Lockwood [2001a] find by
linear extrapolation that the average open solar flux was about a quarter of
modern values. This value also agrees well with that obtained by Lockwood
[2003] by running the continuity model of Solanki et al. [2000] backwards
in time, starting from modern day values (see 87). Modelling by Wang and
Sheeley Jr. [2003a] suggests a larger drift in open flux, by a factor of about 7.
However, from cosmic ray shielding theory and cosmogenic isotopes Scherer
and Fichtner [2004] have also derived the factor 4 shown in 87.

In addition to the Dye-3 Greenland core, a longer data sequence available
from Antarctica [Raisbeck et al., 1990, Bard et al., 1997]. Both these data se-
quences, along with the 14C data, have been used by Usoskin et al. [2003a,b]
to investigate the variation of sunspot numbers. The results are considerably
different from extrapolations based on statistical properties of the sunspot
record since 1600 which are assumed to have been persistent. The new pre-
dictions are based on the physics of cosmic ray shielding and the production
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of cosmogenic isotopes, and so are much more credible. The flux of cosmic
rays impinging on the Earth’s atmosphere is derived from the measured 10Be
abundance. A quantification of the modulation of cosmic rays in heliosphere
(the integrated effect of the terms in the Parker transport equation) is used
to determine the Sun’s open magnetic flux FS . The model of FS by Solanki
et al. [2000], using the best fit loss rate to reproduce the results of Lockwood
and Stamper [1999], is then used to compute the sunspot number (which
controls the emergence rate in the model). This procedure can account for a
non-linear relationship between 10Be concentration and sunspot numbers and
so can allow for the emergence of open flux, and associated enhanced cosmic
ray shielding, that is not accompanied by sunspots (as was discussed earlier
in relation to the Maunder minimum). The potential emergence of open flux
without sunspots is one of the biggest uncertainties in the reconstruction.
On these longer timescales it becomes increasingly important to allow for
variations in the geomagnetic field as this also shields the atmosphere (to a
degree that depends on latitude) from cosmic rays. The results are shown in
Fig. 88.
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Fig. 87. The open flux derived from the aa index (with the Helsinki extension),
[FS ]aa (black solid line) and the best fit prediction of the Solanki et al. [2000] model,
as implemented by Lockwood [2003], [FS ]SM (grey area). Also shown are the best-
fit linear regression fits of the Dye-3 Greenland ice core 10Be abundance data (thin
line) and the production rate of 14C derived from tree ring data using a two-reservoir
model to allow for atmosphere–biomass and atmosphere–oceans exchange (dashed
line). From [Lockwood, 2003].
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Fig. 88. Reconstruction of sunspot numbers by Usoskin et al. [2003a,b]. The thick
black curve shows smoothed values of the observed group sunspot number, RG,
since 1610. The dark grey area is the sunspot number reconstructed from 10Be con-
centrations in the Dye-3 Greenland ice core and the light grey is the corresponding
reconstruction from the Antarctic data. The area is the uncertainty. The thin black
curve gives the scaled variation of the 14C concentration in tree rings, corrected for
the variation in the geomagnetic field. Various maxima and minima are highlighted
[Stuiver and Braziunas, 1989]. The 14C record has been shifted by the optimum lag
to allow for the long attenuation time for 14C [Bard et al., 1997]

.

We now know that Earth’s field has been decreasing over the past mil-
lennium [e.g. Tric, 1992, Baumgartner et al., 1998, Laj et al., 2001] and
without allowance for this, the reconstruction would overestimate the helio-
spheric shielding and so give higher levels of solar activity in the past than
is revealed by Fig. 88 [Bhattacharyya and Mitra, 1997, Damon et al., 1978].

The most striking feature of Fig. 88 is that solar activity is considerably
higher now than at any time since 800 AD. There have been cycles of activity
before but, for example the medievalmaximum, which is clearly defined in the
figure, showed considerably lower levels of solar activity (roughly half) than
we are experiencing today. The rise in the open flux over the past 150 (and
the associated rise in geomagnetic and auroral activity and the fall in cosmic
ray fluxes) appears to have been an relatively unusual, at least over the past
1200 years.

6 Implications for Earth’s Climate

In 1801, the astronomer William Herschel proposed a link between solar ir-
radiance and climate [Herschel, 1801]. This was based on an apparent cor-
relation he had found between sunspot numbers and the price of wheat. He
argued that the presence of more dark spots on the Sun at sunspot maximum
would give a lower solar irradiance, driving a cooling of Earth’s climate and
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so causing wheat yields to fall. The law of supply-and-demand would then
force up the price of wheat on the open market. Most parts of this inge-
nious combination of solar physics, climate forcing, agricultural science and
economics stand up to closer inspection today. However, this is not true for
the first step of the argument, for we now know that the irradiance of our
Sun is not reduced at sunspot maximum. Rather, it is increased because of
the dominant effect of small facular flux tubes which accompany the larger,
sunspot flux tubes. This is just the first of many examples of Sun-climate
studies in which insufficient attention was paid to significance of a derived
correlation [Wilks, 1995].

In many respects, Herschel’s reasoning was sound. We now know that
variations in solar outputs on time scales of about 20 years and greater, (i.e.
longer than the time constant for terrestrial response to changes in radiative
forcing), do indeed have an influence on Earth’s climate. Section 5 has re-
viewed recent advances in our knowledge of long-term changes in solar activity
(in terms of sunspot number and open solar flux). The theory of cosmic ray
shielding by the heliosphere, despite some uncertainties, is sufficiently mature
that it gives us a good understanding of the variation in cosmic ray fluxes at
Earth (and of the cosmogenic isotope record). However, the implications for
other solar outputs, and in particular the total and spectral solar irradiance,
are not yet understood. This section reviews the evidence for an influence
on terrestrial climate associated with long-term changes in solar activity and
analyses the implications.

The shortwave (wavelength λ less than about 4 µm) power input to Earth’s
climate system is

Pin = ITSπR
2
E(1−A) (162)

where ITS is the total solar irradiance (TSI), RE is the mean Earth radius,
and A is Earth’s Bond albedo, the fraction of the shortwave power incident
on the Earth which is reflected back into space integrated over all directions.
The output longwave power is

Pout = 4πR2
EσT

4
E = 4πR2

Eσ(1− g)T 4
S (163)

where σ is the Stefan–Boltzmann constant, TE is the effective temperature
of the Earth and its atmosphere (≈ 255 K), TS is the surface temperature
of the Earth and g is the normalised greenhouse effect (= G/(σT 4

S)), where
G is the greenhouse radiative forcing (in W m−2). In radiative equilibrium,
Pout = Pin which yields

TS =

[
ITS(1−A)

4σ(1− g)

]1/4

(164)

Using typical values of the TSI, ITS ≈ 1366.5W m−2, incident on a disc of
area πR2

E , spread over a surface area of 4πR2
E , the incident SW power per

unit surface area ≈ 1366.5/4 = 342 W m−2. The mean SW reflected power is
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roughly 107 W m−2 so the Bond Albedo, A ≈ 107/342 ≈ 1/3. The SW power
reflected by clouds, aerosols etc. is near 77 W m−2 and so the atmospheric
contribution to albedo is approximately 72%. The SW power reflected by
surface is near 30 W m−2 and so the surface contribution to albedo is approx-
imately 28%.

6.1 Milankovich Cycles

On timescales greater than about 10 kyr, changes in the solar climate forc-
ing, caused by changes in the Earth’s orbit, are thought to be the controlling
influence which causes Earth’s climate to oscillate between glacial and inter-
glacial phases. There are three main effects that make up the “astronomical
forcing” of climate:

1. Cycles in Earth’s orbit eccentricity . These cycles cause the Earth-Sun
distance, R1, to oscillate between being almost constant during the year
(near circular Earth orbit) to larger annual variations for more elliptical
orbits. For a given solar luminosity. this introduces annual cycles, of vary-
ing amplitude, into the total solar irradiance, according to equation (4.1),
this causes very small variations in the annual means of TSI. This effect
causes a several variations of period around 100 kyr as well as 412kyr
and 2 Myr

2. Cycles in Earth’s axial tilt ( obliquity). Changes in the axial tilt of the
Earth alter the pattern of insolation of the Earth, with a larger annual
variation in the latitudinal distribution occurring for greater tilts. This
effect causes a strong variation of period 41 kyr.

3. The precession of the equinoxes. The phase of the annual cycle intro-
duced by Earth’s orbital eccentricity, relative to the annual cycle intro-
duced by Earth’s axial tilt, will depend on where on the elliptical orbit
the equinoxes (and hence solstices) occur. A major effect is through the
lengths of the seasons. This introduces strong periodicities near 23.7, 22.4
and 19kyr.

Spectral analysis of paleoclimate indicators reveals many of the period-
icities predicted for the above orbital characteristics. However, some of the
predicted periodicities do not occur strongly and others are found strongly
which should be very weak (for example, at 100 kyr). In addition the dom-
inant period has changed from 41 kyr to 100 kyr without any change in the
orbital characteristics. Uncertainties in the dating of the paleoclimate data
used allows a certain amount of “wiggle-matching” in which the dates for one
or both data sequences are adjusted to get good agreement. However, as the
accuracy of the dating has improved the timing of several glacial events and
the timing of the orbital changes thought to drive them have been found to
be less consistent than they were previously thought to be. It is now thought
that the climate system is not driven directly into glaciations in a linear,
or even a weakly non-linear, manner by the Milankovich orbital cycles but
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that there may sudden and highly non-linear changes best understood using
catastrophe theory (see review by Paillard, 2001).

Here we restrict our attention to the present interglacial warm period, the
Holocene.

6.2 Paleoclimate Evidence During the Holocene

In recent years, a body of evidence has emerged that solar variations have
had a clear and marked effect on climate throughout the Holocene, the warm
period that has prevailed throughout the past ten thousand years. We here
show just two examples. Figure 89 shows the average abundance of ice-rafted
debris found in cores of ocean-bed sediment throughout the mid and North
Atlantic [Bond et al., 2001]. These glasses, grains and crystals are gouged out
in known glaciers, from which they are carved off in icebergs and deposited
in the sediment when and where the icebergs melt. The sediment is dated
using microfossils found at the same level in the core. The abundances of ice-
rafted debris are very sensitive indicators of currents, winds and temperatures
in the North Atlantic and show high, and hugely significant, correlations
with cosmogenic isotopes – specifically the production rate ∆14C and the
abundance of 10Be (correlation coefficients 0.44 and 0.59, respectively, that
are both significant at greater than the 99.99% level). Note that the horizontal
scale in Fig. 89 is years BP (before present) so time runs from right to left.

Figure 90 shows a second example of such paleoclimate evidence by Neff
et al. [2001]. In this case, the oxygen isotope ratio δ18O, as measured in
stalagmites in Oman, is found to show an exceptional correspondence with
the cosmogenic isotopes. U–Th (Uranium–Thorium series) dating is used
on the stalagmite and the limits to allowed temporal wiggle-matching are
set by experimental uncertainties and have been rigorously adhered to. We
can use δ18O in this case as a proxy for rainfall and the δ18O depletions
reveal enhanced rainfall caused by northward migrations of the inter-tropical
convergence zone. Similar results are obtained using stalagmite growth and
layer thickness and the 13C isotope.

As discussed in Section 3.3, the fact that the correlations are found for
both the 14C and 10Be isotopes is very important. Both are spallation prod-
ucts of galactic cosmic rays hitting atmospheric O, N and Ar atoms. However,
there the similarities end because their transport and deposition into the
reservoir where they are detected (ancient tree trunks for 14C and ice sheets
or ocean sediments for 10Be) are vastly different in the two cases. We can
discount the possibility that the isotope abundances in their respective reser-
voirs are similarly influenced by climate during their terrestrial life-history of
because the transport and deposition of each is so vastly different. Thus we
can conclude that the correlation is found for both isotopes because of the
one common denominator in their production, namely the incident galactic
cosmic ray flux, and that this varied in close association with the climate
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Fig. 89. The abundance of ice-rafted debris (IRD, such as quartz grains, volcanic
glass and hematite-stained crystals originating from known regions and glaciers in
the North Atlantic), as found in ocean-bed sediment cores. The dotted curve bound-
ing the grey area gives the mean IRD abundance as a function of sedimentation
date (in kyr before present, BP – note therefore that time runs from right to left
in this plot). Solid black lines give the cosmogenic isotope records, the production
rate of 14C (top panel) and the abundance of 10Be (bottom panel) [adapted from
Bond et al., 2001]
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Fig. 90. The oxygen isotope ratio δ18O found in stalagmites in Oman (dark grey
bounded by solid line), compared to the global tree-ring ∆14C record (light grey,
bounded by dotted line) for 6.5–9.5 kyr BP (upper panel). The ratio δ18O is a
proxy for local rainfall. For a 430-yr period around 8.1 kyr BP, the stalagmite
growth was sufficiently rapid to allow higher time resolution studies. As can be
seen in the lower panel, the exceptionally strong correlation seen over thousand-
year timescales in the top panel is maintained down to decadal scales in the lower
panel. The correspondence with 10Be abundance is similarly close [adapted from
Neff et al., 2001]

indicators throughout the 10 kyr of the Holocene (the Atlantic–Arctic circu-
lation pattern in the case of Fig. 89 and the latitude shifts in the tropical
rainfall in Fig. 90).

The flux of the galactic cosmic rays that generate the cosmogenic isotopes
is modulated by three influences: (1) the interstellar flux of GCRs incident on
the heliosphere; (2) the GCR shielding by the heliosphere; and (3) the GCR
shielding by the geomagnetic field. The spatial scale of interstellar GCR flux
variation in our galaxy is sufficiently large compared to distances moved by
our solar system through the galaxy, that we can neglect incident GCR varia-
tions on timescales of kyr and smaller (although this may become a significant
factor on Myr timescales [Shaviv, 2002, 2004]). The geomagnetic field shield-
ing has varied on timescales of 10 kyr. Mostly this variation has been gradual
[Tric, 1992, Baumgartner et al., 1998] although there have been shorter-lived
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weakenings of the field (which may be magnetic reversal onsets that did not
develop), such as the Laschamp event around 40 kyr BP [Laj et al., 2001].
These events complicate the cosmogenic isotope record [Bhattacharyya and
Mitra, 1997, Damon et al., 1978] but are not consistent with the variations
seen on timescales of order 1 kyr and less in Figs. 89 and 90. This being
the case, most of the variations on these timescales arise from heliospheric
shielding.

With these considerations, the correlations between these cosmogenic iso-
topes and paleoclimate indicators allow just two possible classes of explana-
tion outlined in Table 6.2, which also gives some suggested mechanisms in
each case.

Table 8. Implications of paleoclimate correlations with cosmogenic isotopes

Category Explanation Suggested Mechanisms Terms in (164)

A Cosmic rays induce Air ions produced by cosmic rays A and g

the changes directly seed significant numbers of cloud

and thus influence condensation nuclei (CCN)

climate Air ions produced by cosmic rays A and g

modulate the global electric

(thunderstorm) circuit

B Cosmic ray fluxes Cosmic rays are anticorrelated ITS

are a proxy for with total solar irradiance and (with possible

another factor cloud cover changes are feedback to A)

which influences associated with the changes in

climate total radiative forcing

Cosmic rays are anticorrelated ITS

with UV solar irradiance which (with feedback

has a disproportionate effect on to g and A)

global climate and cloud cover

via the production of

stratospheric ozone

6.3 Detection–Attribution Studies of Century-Scale Climate
Change

Models of Earth’s coupled ocean–atmosphere system allow simulation of the
global distribution of surface temperature change. The input variations re-
quired include total solar irradiance change, volcanic aerosol loading, and
anthropogenic effects (aerosol pollution, sulphates, and greenhouse gas con-
tent) [Crowley, 2000]. Over recent solar cycles, each of these inputs has var-
ied and their effects may have had non-linear interactions with each other.
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This makes untangling the relative importance of the various mechanisms for
influencing Earth’s climate very difficult. Several important climate param-
eters have shown apparent solar cycle variations (in addition to the cloud
cover data discussed in Section 6.4) – often in good agreement with the TSI
record. For example, White et al. [1997] and White and Cayan [1998] find sea
surface temperature variations for all the Earth’s major oceans on 11-year
timescales. The large thermal capacity of the oceans means that these fluc-
tuations are not detected in global surface temperatures [Wigley and Raper,
1990, Cubasch et al., 1997]; however, caution is needed because ocean oscil-
lations can have natural periods that can give beat periods of decades.

Fig. 91. An example of detection–attribution analysis of climate change over a 100-
year interval. The fits to the sampled temperature record (left) were made on global
spatial patterns of temperature anomaly, using the Hadley Centre’s HAD3CM
model. As well as the best fit, the contributions of natural and anthropogenic
forcings are shown separately and some of the dominant effects on the variations
are labelled. To obtain this best fit, the natural forcing has been amplified by a
“beta factor” βNAT = 2.5, relative to the predicted natural forcing. In addition,
the anthropogenic forcing required was amplified by a factor βANT = 1.15. This is
demonstrated by the detection–attribution diagram shown on the right, which also
shows the ellipse formed by the coordinates of the 90% confidence limit to the best
fit. Analysis shows that βNAT is largely required to amplify the total solar irradi-
ance reconstruction used as an input, which is that by Lean et al. [1995]. (Courtesy
P. Stott, Hadley Centre for Climate Change)

Figure 91 establishes some principles by looking at the possible effect
of solar variability on 100-year timescales on global climate change. Fuller
simulation sets from this General Circulation Model (GCM), and discussion
of principles used, have been given by Tett et al. [1999] and Stott et al.
[2000]. The predictions make use of the Hadley Centre’s HAD3CM general
circulation model, which employs 19 atmospheric levels with a grid size of
2.5◦ of latitude and 3.75◦ of longitude up to an altitude of 10 km, along with
20 ocean depths on a 1.25◦ × 1.25◦ latitude-longitude grid down to a depth
of 5 km. It employs inputs representing volcanic, solar and anthropogenic
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forcings. For the solar forcing the TSI reconstruction by Lean et al. [1995] was
used. Fits were made to the observed global spatial pattern of the temperature
anomaly response to these forcings. Figure 91 is an example of the very good
matches to the sampled global warming curve that can be achieved. The
figure also shows separately the variations of natural and man-made effects
on the temperature and the dominant causes of change in various sectors
of these graphs are labelled. Of particular note is that the solar effect was
mainly in the interval 1907–1947 whereas the anthropogenic contribution was
dominant after 1967. Thus the solar and anthropogenic forcing increases were
at different times and amplifying one will not necessarily decrease the other.
In order to get the fit shown in the figure, amplification (“beta”) factors were
required, relative to the predictions from radiative forcing [Hansen et al.,
1997]. In this case, the best fit required that the solar effect be amplified by
a factor of about 2.5. This increased solar influence allowed a much better
fit to the peak in the temperature curve around 1947. The work of Stott
et al. [2000] finds an even larger factor of 3. At the 90% confidence level
this solar amplification is between 1 and 6. Interestingly, the best fit also
required an amplification of the anthropogenic greenhouse effect (by a more
modest β-factor of 1.15). Thus enhanced solar contribution appears to imply
an enhanced sensitivity to anthropogenic effects, but with the onset of the
latter somewhat later. This means that for these 100-year simulations, the
ellipses formed by the 90% confidence level tend to be oriented in “detection-
attribution” diagrams as shown to the right of Fig. 91. Note that Fig. 91 is
just one of many predictions made by the same model for almost identical
input conditions because of the internal variability of the coupled system.
Thus one needs to consider an ensemble of predictions. In addition, different
models predict different behaviour. Nevertheless some general themes are
emerging [Crowley, 2000, Bauer et al., 2003, Cubasch et al., 1997, Tett et al.,
1999, Stott et al., 2000].

These global climate simulations call for a mechanism which amplifies
the solar effect above what one would expect from radiative forcing by the
reconstructed TSI variation. A number of possibilities have been proposed.
The cosmic ray–cloud mechanism discussed in Section 6.4 would certainly
be one. Note however that clouds have two opposing effects (depending on
their height and characteristics), as they both reflect SW light, increasing A
in (164), and trap in LW radiation, increasing g. Another possibility is that
spectral irradiance changes in the UV have a disproportionate effect [Haigh,
1994, 1999a,b, 2001, Shindell et al., 1999, 2001, Larkin et al., 2000]. These
are known to cause solar cycle variations in the stratosphere, where they
modulate the quasi-biennial oscillation [Labitzke and van Loon, 1997, Gray
et al., 2001] and it has been proposed that these may propagate down into
the troposphere. Other possibilities may involve the modulation of the global
electric (thunderstorm) circuit [Bering et al., 1998] by air ions produced by
comic rays [Markson, 1981, Harrison, 2002a].



150 Mike Lockwood

Whatever the cause, evidence is growing that the solar influence on cli-
mate over the past 150 years is somehow amplified by a factor that appears
to be about 3.

6.4 Direct Cosmic-Ray Effects: Cosmic Rays and Clouds

The most controversial suggestion under category A in Table 6.2 is that
cosmic rays directly modulate the formation of clouds [Svensmark and Friis-
Christensen, 1997, Svensmark, 1998, Marsh and Svensmark, 2000a,b, 2004,
Udelhofen and Cess, 2001, Kristjánsson and Kristiansen, 2000, Carslaw et al.,
2002, Arnold and Neubert, 2002]. This idea is largely based on the observed
correlation over recent solar cycles between galactic cosmic rays counts and
the global composite of satellite cloud cover observations compiled by the In-
ternational Satellite Cloud Climatology Project, ISCCP [Rossow et al., 1996].
The best correlations between cosmic rays and global cloud cover have been
obtained by Marsh and Svensmark [2000a,b] from the infrared observations
of clouds (10–12 µm) that make up the “D2” set compiled by ISCCP. This
dataset is compiled from observations from a wide variety of spacecraft and
inter-calibration of the instruments is difficult. The correlation is not found
for all clouds, in fact it is only present for cloud-top pressures exceeding
680 hPa, corresponding to altitudes below about 3.2 km. Figure 92 illustrates
this correlation in monthly means of the data, de-trended to remove an-
nual variations. The light grey area shows the full cloud cover anomaly (∆C)
dataset that was available until recently (covering the interval 1983-1994) and
the dotted line shows the cosmic ray flux from the Moscow neutron monitor
(which detects the products of cosmic rays of rigidity 2.46 GV and above:
the results for other stations are very similar). The peak correlation coeffi-
cient is c = 0.65, with a best-fit lag of 4 months introduced into the cloud
cover data sequence. This means that c2 = 42% of the variation in the cloud
cover could be attributed to the cosmic rays. The significance of the corre-
lation, S is high at 99% (i.e. there is only a 1% probability that this result
was obtained by chance). If we introduce smoothing into the time series the
correlation coefficient is greatly increased, rising to c = 0.914 for 12-month
running means (c2 = 84%). However, this increases the persistence in the
data series and the result can no longer be considered statistically significant
[Wilks, 1995, Lockwood, 2002a]. In order to achieve a significance of 99%, a
correlation of this level would need to be maintained in smoothed data from
a further 50 years. Some authors [e.g. Kristjánsson and Kristiansen, 2000]
have questioned the validity of this correlation but Marsh and Svensmark
have used other means to check its validity by producing global spatial maps
of the correlation and looking at its coherence. They find that it is primarily
liquid, maritime clouds, away from regions of El-Niño events, that correlate
well. A similar conclusion has been reached by Udelhofen and Cess [2001]
in ground-based data from 90 weather stations across the North American
continent. Instrument relocation and changes mean that a long-term drift in
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these ground-based data cannot be determined, but de-trended data show a
clear and persistent solar cycle variation in coastal cloud cover, of the type
shown in Fig. 92, in data that extends back to 1900.

Fig. 92. The percent global cloud cover anomaly, ∆C for low altitude (3.2 km)
cloud, seen at IR wavelengths and combined into the ISCCP D2 dataset. The light
grey shaded area shows the original datset for which Marsh and Svensmark [2000a]
and Marsh and Svensmark [2000b] discovered a decadal-scale variation, with a
strong correlation with cosmic ray fluxes. The darker grey area is the variation of
the recently-added data for after 1994. The dotted line shows the cosmic ray counts
(scaled from the best-fit linear regression) from the Moscow neutron monitor. The
solid line shows the best-fit combination of the cosmic ray flux variation added to
a downward linear drift at a rate of 0.073% yr−1

Recently, the D2 dataset has been extended to cover period after 1994.
The new data, shown in dark grey in Fig. 92, appear to show the correlation
breaking down. Marsh and Svensmark [2004] argue that there may be prob-
lems in the intercalibration between the old and the new data. Their evidence
for this is that there is a simultaneous sudden jump in the overlying cloud
cover at greater altitudes in the combined data, and that some datasets do
not show such a major and sudden decrease during 1994 as in these D2 data.
In particular, these authors have made a comparison with independent ob-
servations of clouds obtained from the SSMI instrument onboard the DMSP
satellites. This instrument operates at microwave wavelengths, which are able
to penetrate ice and dust clouds, and thus observe liquid water clouds. This
cloud data is available over the oceans for periods between July 1987–June
1990 and Jan 1992–Oct 2001. The 18 month gap is due to a problem with
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one of the sensor’s 4 channels; however, on board calibration was maintained
during this period using the 3 remaining channels. Since it is liquid clouds
that give the correlation in the D2 data, this is a good data set with which
to check this part of the ISCCP low cloud dataset. Differences and drifts
between the two datasets do exist and Marsh and Svensmark argue that it
is possible that the growing discrepancy between the new D2 data and the
cosmic ray flux variation is caused by an instrumental effect.

Lockwood [2002b] has pointed out that the cloud cover variation could
be made up of two components: a solar cycle variation added to a downward
drift associated with anthropogenic warming. The solid line in Fig. 92 shows
the best-fit multi-variable fit to the D2 low-altitude data, using the Moscow
cosmic ray counts and an independent linear variation. The best fit is obtained
with a decline in cloud cover at 0.073% yr−1 over the interval 1982–1998 –
in fact, very similar to the drift predicted by a global climate simulation
[Lockwood, 2002b]. With the addition of this linear decline, the correlation is
improved slightly, but the significance remains roughly the same because the
effects of the increased correlation and of the longer data sequence are offset
by the increased number of degrees of freedom. This can be considered, at
best, as only an indication of a possibility because the model does not contain
any mechanisms for ion-induced CCN production and it is quite likely that if
such a mechanism did exist, it would not be independent of the anthropogenic
effect on cloud cover.

The studies by Marsh and Svensmark [2000a,b] and Udelhofen and Cess
[2001] appear to show a solar cycle variation in cloud cover. However, we must
be cautious in ascribing this variation purely to the direct effect of cosmic
rays. For example, as will be discussed in the next section, cosmic ray fluxes
are significantly anticorrelated with total solar irradiance [Lockwood, 2002a].
Lockwood [2001b], Lockwood and Foster [2001], Lockwood [2002b] showed
that the peak correlation coefficient for the cloud cover anomaly was +0.654
with the cosmic ray data but was −0.741 with the TSI. These correlations
are significant at the 99.8% and 99.6% levels. Although the correlation is
marginally higher for TSI than for the cosmic rays, application of the Fisher-
Z test [Lockwood, 2002a] shows that the difference between these two cor-
relations is not significant (the significance level of the difference being only
30% so the probability that the difference arose by chance is 0.7). Therefore,
although the presence of a strong and persistent solar cycle variation in cloud
cover would verify a solar/heliospheric effect, from these correlations we can-
not tell which of the two mechanisms implied by the paleoclimate studies is
at work (or what combination of the two).

The simulation work by Yu and Turco [2000] suggest that air ions pro-
duced by cosmic rays could grow into CCNs, as postulated by this mechanism.
The major debate is if such an effect would be significant compared to the
many other sources of CCNs [Carslaw et al., 2002, Harrison and Carslaw,
2003].
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Recent observations have added to the complexity of this debate and
much controversy remains [Svensmark and Friis-Christensen, 1997, Friis-
Christensen and Svensmark, 1997, Laut and Gundermann, 199, Svensmark,
1998, Marsh and Svensmark, 2000a,b, Beer, 2001, Marsh and Svensmark,
2004, Wagner et al., 2001]. Observations of cosmogenic isotopes in mete-
orites have been interpreted as showing that GCR fluxes impinging on the
heliosphere have changed on timescales of order 150 Myr [Shaviv, 2002, 2004]
and it has been argued that the times of the spiral arm crossings coincide
with periods of terrestrial glaciation. (Note that such an effect could also have
been caused by enhanced dust and by impacts with larger bodies within the
galactic spiral arms). Because the proposed GCR modulation on 150 Myr
timescales would be caused by effects outside the heliosphere and so would
be independent of the Sun, this effect would require a direct effect of GCR
fluxes on climate. On the other hand, other authors have reported that the
periods of low geomagnetic field, such as the Laschamp event, give enhanced
GCR fluxes in the Earth’s atmosphere but did not influence climate in the
Greenland area [Beer, 2001], as they would have done for a direct effect of
GCRs on CCNs. The CLOUD experiment at CERN has been proposed to
establish the CCN growth rates and so establish if there is a direct causal
effect [Kirkby et al., 2001].

6.5 Direct Cosmic-Ray Effects: The Global Electric Circuit

The production of cloud condensation nuclei by cosmic rays is not the only
possibility in category A of Table 6.2 because cosmic rays are the source of
electrical conductivity in the sub-ionospheric gap and thus are vital to the
global electric thunderstorm circuit [Markson, 1981, Bering et al., 1998, Har-
rison and Alpin, 2001, Harrison, 2002a]. Atmospheric electric field changes
could be linked to changes in global temperature, as they modulate global
changes in ions and, potentially, non-thunderstorm clouds. Thunderclouds
charge by collisions between ice and water moving vertically at different ve-
locities in convective activity: in most cases, the top of the cloud becomes pos-
itively charged, the base negatively charged. Current flows from the ground to
the cloud in the form of lightning and up from the cloud to the horizontally-
conducting ionosphere above about 80 km. The latter is made possible by the
conductivity in the sub-ionospheric gap due to air ions produced by GCRs
and causes optical signatures such as Sprites, Elves, and Blue Jets. Thus
thunderstorms charge the ionosphere up to a (often considerable) positive
potential. Away from the thunderclouds that power the circuit, the return
downward current is driven by the ionospheric potential and, again, is made
possible by the GCR-induced conductivity and, at the lowest altitudes, ioni-
sation caused by the release of radioactive gases from the ground. The fair-
weather electric field corresponds to this return current. The fair-weather
electric field has been shown to have fallen by about 3% per decade over the
20th century at a number of sites [Harrison, 2002b]. Given that lightning is
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known to be influenced by GCRs and the solar cycle [Schlegel et al., 2001,
Solomon et al., 2001, Arnold and Neubert, 2002], this may be consistent with
long-term modulation of sub-ionospheric conductivity caused by a predicted
drop in GCRs fluxes associated with an observed rise in the heliospheric field
[Carslaw et al., 2002]. Distinguishing cause from effect is very difficult in this
context.

6.6 Open Solar Flux, Cosmic Rays and Solar Irradiance

For category B of Table 6.2, the most likely factor for which cosmic rays
could be a proxy is the total solar irradiance. In fact, it is interesting to note
that most paleoclimate scientists explicitly or implicitly assume this to be the
case, i.e. the cosmogenic isotopes are assumed to be so highly (anti)correlated
with TSI that they can be used as an index of TSI variation. As discussed in
the following sections, this may turn out to be a valid assumption; however, if
this is the case, it raises very interesting questions as to why the heliospheric
shield should be so well correlated with TSI.

Fig. 93. The correlation between total solar irradiance, open solar flux and cosmic
ray fluxes [Lockwood, 2002a,b]. The scatter plot on the left shows 27-day averages
of TSI against the cosmic ray counts M observed at Moscow (> 5 GeV). The
(anti)correlation coefficient is 0.9, which is significant at the 86.5% level. The grey-
and-black dashed line is the best-fit linear regression, and using this the M variation
is scaled in terms of TSI to give the thin black line in the right hand plot, which
should be compared with the observed TSI variation (dotted line). Agreement is
good except for the earliest data (marked by the left-hand bar and given by open
circles in scatter plot). The grey area in the right-hand plot shows the open solar
flux, [FS]IMF derived from observed radial IMF strength using the Ulysses result:
the open flux correlates well with both TSI and cosmic ray counts. The correlation
was first noted in the data from before 1996 [Lockwood and Stamper, 1999], but
has continued in the TSI data from the VIRGO instrument on SoHO (marked with
the right-hand bar)

Figure 93 shows that the open solar flux [FS ]IMF is both strongly anti-
correlated with the cosmic ray flux and strongly correlated with the TSI, as
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noted by Lockwood and Stamper [1999]. However, the direct anti-correlation
between cosmic ray counts and TSI is weak early in the TSI data series (be-
fore 1980, see Wang et al., 2000a). This could be because the composite has
underestimated the early degradation in the TSI data; however, it is more
likely that this reveals the limitations of the correlation. Correlations of var-
ious cosmic ray and TSI data and their significance have been reviewed by
Lockwood [2002a].

However, that this correlation has held over the past 2 decades does not
mean that it will also have held over the century and millennial timescales rel-
evant to climate change. To make such an extrapolation we must understand
any physical mechanism(s) behind the correlation. Lockwood and Stamper
[1999] have extrapolated the TSI data sequence using the correlation and the
result is similar, in both form and amplitude, to the TSI reconstruction by
Lean [2000] (see Fig. 94). The amplitude for the Lean reconstruction is based
on comparison of the luminosity of non-cyclic Sun-like stars with the Sun
in its Maunder minimum state. If this stellar analogue is valid, the extrapo-
lation by Lockwood and Stamper shows that TSI and open flux are indeed
correlated on century scales as well as decadal scales.

Fig. 94. Various reconstructions of past total solar irradiance. That by Hoyt and
Schatten [1993] is based on the length of the solar cycle, whereas those by Lean et al.
[1995] and Lean [2000] are based on a combination of sunspot number and its 11-year
running mean. Solanki and Fligge [1999], Solanki and Fligge [1998] and Fligge et al.
[1998] also used sunspot numbers. The amplitude of the variations is estimated from
equating the Sun’s Maunder minimum with the average luminosity of non-cyclic,
Sun-like stars. The only reconstruction to avoid use of a stellar analogue is that
by Lockwood and Stamper [1999] who used a simple correlation with open solar
flux derived from geomagnetic activity [FS ]aa. The value Q0 is estimated by Foster
[2004] for a magnetic field-free surface and so represents the minimum that could be
seen in the Maunder minimum, due to the known modulation of surface emissivity
by magnetic fields: any lower values require one to invoke unproven effects such as
shadow effects due to magnetic fields deep in the convection zone
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Any link between TSI and cosmic rays would involve emerged solar mag-
netic field: solar brightness variations are associated with the flux and dis-
tribution of magnetic field threading the photosphere (specifically, flux tube
radii – see Section 4), whereas heliospheric shielding is linked with the mag-
nitude and structure in the open magnetic field which leaves the top of the
solar corona (see Section 3). The open flux is only a few percent of the surface
flux and we do not understand why or if the two should have a fixed ratio
on timescales of decades and greater. Furthermore TSI is concerned with the
distribution of flux tube sizes in the photosphere and any link to open solar
flux is certainly not obvious and not understood.

6.7 Reconstructing Past Variations in Total Solar Irradiance

A key input into the detection–attribution analysis of long-term climate
change, of the type shown in Fig. 91, is a reconstruction of the total solar
irradiance, TSI. Reliable, space-based measurements of TSI are only avail-
able since 1978 (see Section 4) and, in order to evaluate the relative roles of
solar change, volcanoes and anthropogenic effects, it is necessary to extend
the sequence to century timescales.

Various proxies have been used, giving TSI reconstructions that have
similarities, but also important differences, as shown in Fig. 94. It can be
argued that none of these proxies is on a firm theoretical foundation. In the
Lean et al. [1995] and Lean [2000] reconstructions, the waveform used is a
combination of the sunspot number and its 11-year running mean and the
amplitude of this variation is determined by comparing our Sun during the
Maunder minimum with the luminosity of non-cyclic Sun-like stars, assumed
to also be in corresponding states to the Maunder minimum. By re-calibrating
this comparison, Lean [2000] and Lean et al. [2002] argue that the long-term
drift in the Lean et al. [1995] reconstruction is too large. In general, this would
make the inferred βNAT factor from detection–attribution climate studies (see
section 6.3) larger than computed using the Lean et al. [1995] reconstruction
(as used in the example shown in Fig. 91). However, note that if the amplitude
waveform becomes too small, these studies may fail to detect any solar signal
from the within the natural variability of the climate system.

The reconstruction by Hoyt and Schatten [1993] uses the solar cycle
length, L, a choice partly driven by the correlation with global surface temper-
atures by Friis-Christensen and Lassen [1991]. Leaving aside concerns about
the long timescale filter used to derive the L variation and the fact that dif-
ferent procedures give different estimates of L (see Section 5.3), the problem
with this is that we cannot both use this to justify the reconstruction and then
use the reconstruction as an independent input into the detection–attribution
process. Figure 84 shows that solar cycle length, smoothed sunspot number
and open flux emergence are all related [Lockwood, 2001a] and it is this
which gives the similarity to the waveforms of the various TSI reconstruc-
tions shown in Fig. 94. The combination of sunspot number R and smoothed
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sunspot number R11 used by Lean et al. [1995], Lean [2000] and Solanki
and Fligge [1999] preserves the solar cycle variation seen since 1978 but also
generates a long term drift. The ratio of the recent solar cycle amplitude in
TSI δITS to the long term drift (δITS/∆ITS where ∆ITS is the difference
between cycle-averaged TSI now and in the Maunder minimum) is set by the
choice of weighting factors used for R and R11.

The above reconstructions treat TSI as a single parameter, whereas the
4-component models discussed in Section 4 showed that its variations are the
sum of sunspot darkening and the brightening due to faculae that reside in
the active regions, the network lanes and ephemeral flux region. Thus TSI
can be expressed as

ITS = Q0 + fbn0 + ∆fbn + fba − PSI (165)

where Q0 is the of the Sun when free of all surface magnetic features (but
could vary due to effects deeper in the convection zone [Libbrecht and Kuhn,
1984, Kuhn et al., 1988, Kuhn and Libbrecht, 1991]); PSI is the photometric
sunspot index developed by Foukal [1981], Hudson et al. [1982] and Fröhlich
et al. 1994 (see Section 4.12) to quantify the effect of sunspot darkening; fba
is the brightening effect of faculae in active regions; and (fbn0 + ∆fbn) is the
effect of faculae outside active regions (in the network and ephemeral flux
regions), which has been sub-divided into a part that varies with the strong
dynamo and the solar cycle, ∆fbn, and a part associated with the weak,
turbulent dynamo that persists at solar minimum, fbn0. Note that fbno need
not be a constant background and may vary within the solar cycle and from
solar cycle to solar cycle. A major contribution to long-term drift in fbno
at sunspot minimum would be the amount of brightening associated with
varying degrees of overlap of extended solar cycle phenomena.

The combined contribution of faculae to TSI (fb = fbn0 + ∆fbn + fba)
has been quantified using chromospheric line emissions as proxies. In partic-
ular, the MgII index (core-to-wing ratio of MgII line at 280 nm) has been
widely used. This was originally described by Heath and Schlesinger [1986]
and Donnelly [1988] and is available from UV measurements since the start
of NIMBUS-7 in November 1978. Composites of the MgII index from several
sources are used in proxy models of irradiance variability during the past 23
years [Lean et al., 1982, Foukal and Lean, 1986, Fröhlich and Lean, 1998a,
Lean et al., 2001, Fröhlich, 2003].

Figure 95 shows the results of an analysis of TSI variability over the past
2 solar cycles by Fröhlich [2003]. In order to account for differences between
the chromospheric MgII index proxy (see 17) and the facular contribution
to solar irradiance variations separately on short (27-day) and long (11-year)
timescales. The MgII index has been separated into these short- and long-
term components and these are then linearly regressed against TSI over the
period of observations, yielding TSI components PFs and PFl, respectively.
To account for possible differences between the different cycles (e.g. overlap in
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Fig. 95. Analysis of decadal TSI variability by Fröhlich [2003] using the MgII index
as proxy for the facular contribution. The TSI observations, as given in Fig. 47,
plus the PSI from sunspot data (ITS + PSI). The dotted line shows the results of
taking away short term (27-day) variations in the facular brightening by showing
(ITS +PSI −PFS) where PFS is the best-fit linear regression using the MgII index.
The solid line is (ITS + PSI − PFS − PFI) which shows the results of taking away
the effect of longer term (decadal) facular brightening variability again, quantified
using best linear regressions with the MgII index. The linear fit to the residual
(solid line) yields a slope of −3.8 ± 0.2 ppm/year

extended cycles) this calibration procedure has been carried out for each cycle
separately. This implies a long-term trend of −0.52 ppm yr−1. The scaling
factors for PFl are about 1.5 times larger than that for PFs. We expect a
different relationship between the contrast of active region faculae and their
chromospheric signature than for the network faculae because these two types
of faculae have different angular dependencies (which are both quite different
from that of the quiet Sun, [Unruh et al., 2000]). The MgII proxy essentially
represents the projected area of the magnetic fields that produce faculae in the
photosphere but it does not mimic the angular distribution of the outgoing
radiance of these features. This would effect the two components PFs and PFl
differently because the 27-day variability is caused by longitudinal structure
which is much greater for active region faculae than for network faculae which
are distributed relatively evenly on the disk.

Analysis of historic observations of faculae has been interpreted as show-
ing insufficient change in the background network faculae over the past 150
years to explain, via a change in fbno, the long-term drifts in the irradiance
in the reconstructions shown in Fig. 94 [Foukal and Milano, 2001]. However,
intercalibration of modern and historic data introduces very large uncertain-
ties into thus result. If this were to be confirmed, it would not invalidate
the TSI reconstructions shown in Fig. 94, but would require them to invoke
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additional, as yet hypothetical, effects of sub-surface fields on the term Q0

(such as “shadow” effects of magnetic field in the convection zone [Libbrecht
and Kuhn, 1984, Kuhn et al., 1988, Kuhn and Libbrecht, 1991].

In the following sections we use (165) and look at the possible long-term
variation of each term separately.

6.8 Reconstructing Past Variations in the Photometric Sunspot
Index

The theory of the PSI outlined in Section 4.12 predicts that it will depend
primarily on the area of the disc covered by sunspots, with only a relatively
weak dependence on the position of the spots (136). This is confirmed by
Fig. 96 which shows monthly PSI as a function of the sunspot group area
composite by Foster [2004]. These data are as used in Fig. 12 and are from
Greenwich (1874–1976) and Mount Wilson (1982–present) observations, with
the “SD” data from the former Soviet Union for (1977–1981). The SD data are
also used to intercalibrate the other two datasets over the interval for which it
is available (1968–1992). The Greenwich–Mt. Wilson calibration factor of 1.39
for group area used is similar to that found in previous reconstructions, but
this composite by Foster [2004] also yields credible position data throughout
the interval. Because the correlation with PSI is so strong, the best fit linear
regression can be used to generate monthly PSI values from the composite
sunspot group data from 1874 onwards. The results are shown by the black
histogram in Fig. 97.

There is a systematic behaviour between monthly values of sunspot num-
bers and PSI, as shown by Fig. 98; however, there is much more scatter than
for the sunspot group area and the variation is not linear. The best fit shown
is a cubic regression, which is used to extend the PSI reconstruction back
to 1740 (dark grey histogram in Fig. 97). Extension to earlier dates requires
annual values and in Fig. 97 annual sunspot numbers are used back to 1704
and group sunspot numbers back to 1610.

Because of the large number of sunspot observations and the relatively
simple relationships between PSI and sunspot data, the PSI reconstruction
can be achieved with relatively high accuracy and confidence.

6.9 Reconstructing Past Variations in Active-Region Facular
Brightening

In this section we evaluate the contribution of faculae associated with active
regions, using the composite Greenwich/SD/Mount Wilson data on sunspot
groups, along with the facular contrast algorithm of Ortiz et al. [2002], dis-
cussed in Section (4.13). Equation (148) enables us to compute the contrast
CMDI for any one pixel of a full-disc MDI image in the continuum emission
around 676.8 nm due to small flux tubes which contribute to facular bright-
ening. Figure 61 shows how CMDI varies with the field in the magnetogram
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Fig. 96. Scatter plot of monthly means of the photometric sunspot index, PSI,
against the surface area of sunspot groups, AS, from the Greenwich/Mount Wilson
composite of sunspot group data [Foster, 2004]
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Fig. 97. Reconstruction of sunspot darkening, quantified by the photomet-
ric sunspot index. The black histogram gives monthly values from the Green-
wich/SD/Mount Wilson composite (see scatter plot given in Fig. 96). The darkest
grey are monthly values generated from the cubic fit to sunspot numbers (see Fig.
98), the middle grey are annual values derived from sunspot numbers and the light-
est grey are annual values derived from the group sunspot area
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Fig. 98. Scatter plot of monthly values of photometric sunspot index as a function
of the sunspot number. The line gives the best cubic regression fit

pixel, BMDI and the position on the solar disc, µ (and hence the radial field
value, BMDI/µ for the assumption that the field is radial). The contrasts
are relative to a field-free quiet Sun intensity, corrected for limb darkening
using the function derived by Neckel and Labs [1994], as shown in Fig. 56 for
the MDI wavelength. The facular contrast at this wavelength is here taken
to equal to the average value needed for TSI calculations: this is seen to be
a good approximation from the wavelength dependence of facular contrast
given by Unruh et al. [1999, 2000], from which a more accurate correction
factor could be evaluated if the spectral shape of facular emission is assumed
to remain constant. In general, the correction required will depend on µ

In order to exploit the contrasts and the sunspot data on active regions,
we need to know the distribution of BMDI/µ values in both active regions
and in the quiet Sun. The principles and difficulties are emphasised here by
Fig. 99 which shows an example of an isolated active region, AR NOAA
7978, which has been studied in detail by Ortiz et al. [2000] and Ortiz et al.
[2003]. This active region crossed the solar disc during the 1996 solar activity
minimum and was the only one present on an otherwise almost featureless
Sun, Ortiz et al. were able to study the effect of the facular brightening
associated with this region on the observed total solar irradiance. Harvey
and Hudson [2000] noted that a complex of active regions first appeared in
Carrington Rotation (CR) 1908. During CR 1911, on 4 July, a strong new
centre of magnetic activity appeared within this complex to the east of the
disk centre before rotating onto the farside of the Sun. It can be seen in
the variation of the daily sunspot group areas plotted in blue to the right of
the figure. This AR contributed all of the observed total group area when it
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Fig. 99. Observations of an isolated active region AR NOAA 7978 for Carrington
rotations CR1911–CR1916. (Left column) Distributions of magnetic flux observed
by the MDI instrument on SoHO (grey) with model distributions for active regions
(red) and the quiet Sun (green). Distributions show the number of MDI pixels giving
the observed radial field, BMDI/µ. The BMDI/µ values shaded in various shades of
grey denote the approximate limits of sunspots (s), micropores (m), faculae (f), and
the network (n). The second column shows the MDI magnetograms of this region
from which the distributions are taken. (Black is inward field, white is outward and
blue is near zero). The third column gives the sunspot group area, AG (in blue),
and the fourth column gives the sum of the quiet Sun plus facular brightening,
Q0 + fb (minus a reference TSI of 1365 W m−2 – in red). In the two right-hand
columns time runs down the plot and times when the AR is on the far side of the
Sun are shaded grey

rotated back onto the visible disk. By 3 September, the spots had almost all
disappeared, leaving faculae in the area where the active region had been.
SoHO MDI magnetograms, observed when this AR was near the centre of
the disk during Carrington rotations CR1911–CR1916, are also shown in the
figure. It can be seen that the flux tubes of the AR become smaller and more
dispersed as it evolves and spreads out.

In the right hand panels of Fig. 99, the times when the centre of the
AR were on the farside of the Sun are marked in grey and the times when
it was close to the centre of the visible disk (about which the distributions
shown to the left of the figure were observed) are given by the dashed lines.
The evolution of the sunspot group described above can be seen, with al-
most no sunspots being observed after they fade during CR1913. The red
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plot to the right of Fig. 99 shows the sum of the TSI and PSI, which by
(165) equals the sum of the surface-field-free and the total facular brighten-
ing (Q0 + fb). The variations with solar rotation show how this active region
dominated both the sunspot group data and the irradiance variations at this
time, with the irradiance elevated only when AR NOAA 7978 was on the
visible disk, giving a strong 27-day signal. Initially, the facular enhancement
is greatest when the active region is near the limb, giving the characteris-
tic double-peaked temporal variation during CR1912. This is also present in
CR1913, but is less marked as the region expands in area. By CR1914, the
remnant of the AR has expanded to the extent that the µ-dependence of the
excess emission of the individual flux tubes is smeared out by the variety
of µ values present. Note that the excess facular emission persists after the
sunspots have faded, but was also present before the main sunspots appeared
during CR1911. During CR1912 the observed distribution was close to the
model AR distribution adopted here, nAR(BMDI/µ)/N , shown in red, and
where N is the sum of nAR over all BMDI/µ values. As the region faded
the distribution of radial field evolved back towards the model quiet sun
distribution nQS(BMDI/µ)/N , (shown in green) which is as given by Ortiz
[2003]. The vertical bands filled in various shades of grey roughly demar-
cate (small) sunspots (s), micropores (m), faculae (f) and network (n), using
the approximate criteria laid down by Ortiz, namely: pixels with radial field
(BMDI/µ) > 600 G are sunspots, 600 G > (BMDI/µ) > 200 G are microp-
ores, 200 G > (BMDI/µ) > 60 G are faculae and 60 G > (BMDI/µ) > 20 G
are network faculae.

The radial field distributions show enhanced wings when the sunspots are
present. For outward field (BMDI/µ > 0) this extends right out to 1000 G for
CR1912, but only to near 500 G for inward field (BMDI/µ < 0). The distri-
bution is also noticeably asymmetric with more flux tubes around BMDI/µ
of −200 G than around +200 G. These asymmetries make fitting the observed
active region distributions problematic; however, because intensity variations
are the same for inward and outward field, we can simplify this by averaging
over the positive and negative BMDI/µ. Ortiz [2003] provides an approxi-
mate definition as a facula as having a radial field (in an MDI pixel) in the
range 60–200G. With this definition, the fraction of pixels within the region
in question that are faculae, Ff , equals 0.2162 and 0.001 for the AR model
and the quiet Sun, respectively. Thus we expect Ff to be of order 20% in
active regions, but 1% in the quiet sun.

These two model distributions (AR and QS) can be combined to re-
produce the annual distributions, na(BMDI/µ), as given by Ortiz [2003],
who fitted observed distributions with power law variations of the form
na ∝ (BMDI/µ)−α. Because the form of the annual distributions changes
near 250 G (close to where excess pixels are seen in Fig. 99 for AR NOAA
7978), Ortiz et al. [2003] fitted different values of α above and below 250 G.
The distributions are normalised to be continuous across the 250 G threshold.
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Because 10 G bins were used to derive the distributions, we here do not ex-
tend the annual distributions below 5 G and then normalise so that the sum
of all pixels over the range 5–1000G is N . The resulting annual distributions
are shown by the thin lines in Fig. 100.
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Fig. 100. The observed annual distributions na(BMDI/µ) from Ortiz [2003] are
here shown for 1996–2001 (thin solid lines), along with the AR and QS distributions
defined in Fig. 99 (respectively nAR(BMDI/µ) shown by the thick solid line and
nQS(BMDI/µ) shown by the dashed line). The dot–dash black lines are best fits
nm(BMDI/µ), weighted combinations of nQS and nAR, generated using (166). For
all distributions the numbers of pixels, n1, is for 1 G bins of |BMDI/µ| and N is
the sum of n over all such bins

If the Sun is thought of in terms of a three component model (namely
quiet sun, sunspots and faculae), to model the small flux-tube part of the
distributions shown in Fig. 100 we need only the two components, the quiet
sun and faculae. The overall annual distributions would then be given by
the weighted sum of the AR and QS distributions where αAR is the effective
active region filling factor of the disc.

nm = αAR × nAR + (1− αAR)× nQS (166)

Figure 100 shows how the model AR distribution, nAR, can be combined
with the quiet Sun distribution, nQS , using (166) to generate the good fits
to the observations, as shown by the dot-dashed black lines. The best-fit AR
filling factors αAR were regressed with the corresponding annual means of
sunspot group surface area, the Greenwich/Mount Wilson data giving
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αAR = 0.0453 + 75.5957(AG/ASH) (167)

where ASH is the area of a solar hemisphere. Using (166) and (167) we can
generate the distribution of radial field values that we would expect to see
around an active region of known area AG.

Using the equations of Ortiz et al. [2002], we can compute the average
facular contrast at a given µ for active regions and the quiet Sun, using the
distributions of radial B values as shown in Figs. 99 and 100. If a given radial
field (BMDI/µ) gives a contrast CMDI and has a filling factor fMDI(= n/N
where n is the number of pixels showing radial field (BMDI/µ) in an area
AD of the visible disc and N is the total number of pixels in the same area
AD). The curve fitting used by Ortiz et al. ensures that the contrasts C are
zero when (BMDI/µ) = 0, i.e. they are relative to a solar surface that is
free of magnetic field. The effect on irradiance is proportional to the product
fMDICMDI and this is shown, as a function of BMDI/µ and µ, in Fig. 101
for the model active region (AR) distribution nAR and model quiet Sun (QS)
distribution nQS .

It can be seen that the brightening effect of active region flux tubes is
mainly in the range 20 G < (BMDI/µ) < 200 G. Brightening by flux tubes
in the quiet sun is restricted to small flux tubes (less than about 60 G),
but is also significant. The latter will be dominated by network faculae and
ephemeral flux tubes. The top panel of Fig. 102, shows the averages of the
distribution of contrasts at a given µ, 〈CMDI 〉, as a function of µ. These are
shown by the solid and dashed lines for the AR and QS models, respectively.
Using the definition of contrast given in (139) and of the limb darkening
function LD(µ) = IQS(µ)/IO , where the surface-field-free intensity IQS(µ)
equals IO at the disc centre (µ = 1), the intensity of an area of the Sun is
given by

I(µ) = IOLD(µ)(〈C(µ)〉 + 1) = IOLD(µ)〈C(µ)〉 + IOLD(µ) (168)

Thus increases in intensity, over the case where there are no surface fields
(everywhere BMDI/µ = 0), are proportional to the product of the mean
contrast 〈C〉 and the limb darkening function LD. This product is shown as
a function of the disc position parameter µ in the bottom panel of Fig. 102,
for the same two model distributions of flux tube sizes.

To reconstruct the brightening effect of small flux tubes in active regions,
consider the effect of an active region of surface area AAR. This will occupy an
area µAAR on the visible disc of the Sun. The region has an average contrast
〈CAR〉, relative to the intensity of a magnetic-field free pixels at the same µ.
The filling factor of this region on the solar disc is

αAR =
µAAR
πR2

s

=
NAR
NS

(169)

where NAR is the number of MDI pixels within the active region and NS is
the total number of MDI pixels in the solar disc. From (168), the change in
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the radial field strength (BMDI/µ) in question, fMDICMDI (fMDI = n/N where
n is the number of pixels visible disc with BMDI/µ in 1 G bins and N is the total
number of pixels in the area AD) – plotted here as a function of BMDI/µ and µ.
The left-hand plot is for the model active region distribution, n = nAR, shown by
the thick line in Fig. 100 (and the red lines in Fig. 99). The right-hand plot is for
the model quiet Sun distribution, n = nQS shown by the dashed line in Fig. 100
(and the green lines in Fig. 99)

. The white contour corresponds to zero contrast.

total solar irradiance due to the facular brightening of one AR pixel, relative
to the quiet Sun is

δfb1(µ) = IAR(µ)− IQS(µ) = IOLD(µ) (〈CAR(µ)〉 − 〈CQS(µ)〉) (170)

Summing over all pixels in the group, which is assumed small enough that
〈CAR〉 and LD are approximately constant:

δfbi = IO

NAR∑

i=1

[〈CAR〉 − 〈CQS〉]i LDi = NARIO [〈CAR〉 − 〈CQS〉]i LDi (171)

If we sum all NS pixels for a magnetic-free Sun, we derive a total field-free
solar irradiance

Q0 = IO

NS∑

j=1

LDj = NSIO〈LD〉D (172)

where 〈LD〉D is the disc-averaged limb darkening factor, which in Fig. 56 was
shown to be equal to 0.8478 for the wavelength at which MDI operates.
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Fig. 102. (Top) The average contrast of MDI-sized pixels at a given disc po-
sition parameter µ, for radial field distributions: (solid line) for active region
model, 〈CAR〉, and (dashed line) quiet Sun distribution, 〈CQS〉. (Bottom) The
average contrasts multiplied by the limb darkening factor (the product being
proportional to intensity) at a given µ. The short horizontal lines on the left
give the coresponding disc-averaged values 〈(〈CAR2〉LD)〉D = 6.086 × 10−3 and
〈(〈CQS〉LD)〉D = 1.057 × 10−3

Substituting (172) and (169) into (171) yields

δfbi = αARi

{
Q0

〈LD〉D

}
[〈CAR〉 − 〈CQS〉]i LDi (173)

If we then sum over all N active regions present on the solar disc at any one
time we get the total contribution of active regions to facular brightening,
relative to the quiet Sun

fba =
N∑

i=1

δfbi =

{
Q0

〈LD〉D

} N∑

i=1

αARi [〈CAR〉 − 〈CQS〉]i LDi (174)

The upper panel of Fig. 103 shows the facular brightening in active regions,
fba, estimated using (174) with the Greenwich/SD/Mt. Wilson sunspot group
composite dataset. A value of Q0 = 1363.8 × 0.1 W m−2 is used here, as
estimated in the next section. The bottom panel of the figure uses 11-year
running means of fba to demonstrate the effect of solar latitude of spots,
through its effect on the µ values. The changing average latitude of the spots
and the greater latitudinal extent of the spots [Foster and Lockwood, 2001]
has added to the drift in the brightening, as seen from Earth, by about 10%.
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Fig. 103. (Top) Monthly estimates of the facular brightening in active regions,
fba, computed using (174) and the Greenwich/SD/Mount Wilson sunspot group
composite dataset. (Bottom) Eleven-year running means of fba. The grey area is
calculated assuming that all sunspot groups are at the solar equator, whereas the
upper edge of the black area gives the values calculated for the actual observed
latitudes of the sunspot groups: thus the black area gives the effect of solar latitude
of spots, through the effect on the µ values

It is interesting to note that the increased latitude of the spots means
that if the Sun had been viewed from over the solar poles, the mean µ values
would have increased over the 20th century (just as they have decreased when
viewed from the Earth – see Knaack et al., 2001). Thus whereas, as seen from
Earth, active region faculae have moved to nearer the limb on average (and
so contributed to the rise in facular brightening), the same effect would have
moved them away from the limb when viewed from over the poles and so
contributed a decrease in facular brightening (reducing the rise caused by
the increase in facular area). Thus the directional properties of the Sun will
have changed over the past 150 years, changing the relationship between the
(and disc-averaged intensity) and the luminosity.

Figure 104 shows a scatter plot of the predicted active region brightening
against the sum of the TSI and the PSI (which by (165) equals the quiet Sun
plus the total facular brightening). It can be seen that there is a good linear
relationship, which is to be expected if the solar cycle variation in network
facular brightening ∆fbn has a similar variation waveform to fba. The best
fit linear regression is

(ITS + PSI) = sfba + c (175)

where s = 1.20± 0.06 and c = 1365.5± 0.1 W m−2. Using (165), this yields

Q0 + fbn0 + ∆fbn + fba = sfba + c (176)
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Fig. 104. Scatter plot of three-point running means of monthly values of the
predicted active-region facular brightening fba (see Fig. 103) against the observed
sum of the TSI and PSI, ITS + PSI . The correlation coefficient is r = 0.953, which
is significant at the 98.0% level and explains r2 = 91% of the variation. The solid
line is the best linear regression fit (ITS + PSI) = sfba + c, where s = 1.20 ± 0.06
and c = 1365.5 ± 0.1. The best fit is obtained if the fba data (derived from the
sunspot group data) is lagged by one month

The best fit is at a lag of 1 month which is consistent with the evolution of
the facular brightening and sunspot group area in the example shown in Fig.
99.

6.10 Reconstructing Past Variations in the Solar Cycle Variation
in Network Facular Brightening

We can apply equations equivalent to those used in the last section to the
present day quiet Sun and look at the brightness increase of the quiet sun
at solar minimum, relative to a magnetically-free Sun, using the average
contrasts 〈CQS〉. If we assume that the quiet Sun surface is homogeneous
(such that 〈CQS〉 is, like LD, a function of µ only) we replace the discrete
sum over all active regions with an integral over the whole disc (129). In this
case, the brightening predicted is due to network faculae and any other small
flux tubes that are present during recent solar minima, fbn0.

fbn0 = 2

{
Q0

〈LD〉D

}∫ 1

0

LD〈CQS〉µdµ =

{
Q0

〈LD〉D

}
〈(〈CQS〉LD)〉D (177)
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Figure 102 shows that 〈(〈CQS〉LD)〉D = 0.957× 10−3 and Fig. 56 shows that
〈LD〉D = 0.8478. Hence

fbno
Q0

=
(1.057× 10−3)

0.8478
= 1.247× 10−3 (178)

Note that this value applies to recent times because it is based on the distri-
bution of flux tube fields in the quiet Sun, as seen by SoHO. If we assume
that ∆fbn falls to its solar minimum value at the same time as fba, (177)
applied to this time yields that for 1978–2000

Q0 + fbn0 = c = 1365.5± 0.1W m−2 (179)

From (178) and (179)Q0 = 1363.8±0.1W m−2 and fbn0 = 1.70±0.15W m−2.
In fact, analysis shows that a larger error in Q0 is caused by the uncertainty in
the Ortiz contrast. Using the spread of contrasts around the Ortiz polynomial
fits, the uncertainty in Q0 is found to be ±0.4 W m−2. This Q0 value and
uncertainty is shown in Fig. 94. Note that this Q0 value strictly applies to
1978–2000 as this is the interval of TSI data used in its derivation (Fig. 104).
The Maunder minimum values of the reconstructions by Hoyt and Schatten
[1993], Solanki and Fligge [1999] and Lean et al. [1995] all fall below this value
and so one must invoke sub-surface magnetic effects (alpha or beta effects
in the convection zone) for these reconstructions. Such effects would allow
Q0 to be lower in the Maunder minimum than at present. The Lean [2000]
simulation is consistent with a constant Q0, but is near the lower limit of
the uncertainty band. If there are no subsurface effects and TSI variability is
only due to surface effects, as the 3- and 4-component modelling of data since
1978 suggest (see section 4.14) [Solanki and Fligge, 2002], the extrapolation
based on open flux by Lockwood and Stamper [1999] is the most consistent
with this Q0 value.

In fact, ITS = Q0 in the Maunder minimum is unlikely to be valid, given
that the 10Be cosmogenic isotope record through the Maunder minimum
shows a continuing solar cycle variation [Beer et al., 1990], indicating that at
le3ast some flux emergence continued.

Equation (176) yields (∆fbn + fba) = sfba where s = 1.20 ± 0.06. Thus
fba/(∆fbn + fba) equals (1/s) = 0.83, in other words this analysis predicts
that 83% of the solar cycle variation in facular brightening is caused by active
region faculae and 17% by the network and ephemeral regions. This is very
similar indeed to the ratio derived by Walton et al. [2003] from observations
of faculae by San Fernando Observatory (SFO). This instrument gives 512
pixels across a solar diameter and observes the intensity of the 393.4 nm
CaII K line emission (see 17). The threshold used to define a facula in the
San Fernando data is a K-line contrast exceeding 4.8%/µ [Chapman et al.,
2001, and references therein]. As an additional check, the total surface facular
area Af (as a fraction of a solar hemisphere) from the SFO were regressed
against the total facular brightening derived here (∆fbn + fba + fbn0). The
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correlation coefficient is r = 0.9657, which is significant at the 75% level
and explains r2 = 93.3% of the variation. The best linear regression fit is
(∆fbn + fba + fbn0) = 0.7174 [Af in 104 ppm]+0.15.
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Fig. 105. The components of facular brightening over the last few solar cycles. In
both panels, the black histogram gives the observed variation of (∆fbn + fba). In
addition, the top panel compares this with the fba variation, computed from the
sunspot group dats. The lower panel also shows the inferred solar cycle variation
in the network facular brightening, ∆fbn (in grey)

Figure 105 shows, in black, the observed facular brightening and compares
with the contributions of active regions and the network/ephemeral flux.
This figure shows several peaks in the network/ephemeral facular brightening
that follow immediately after peaks in the active region brightening. These
appear to be faculae left over from active regions. This effect is particularly
pronounced for the most recent solar cycle (23), where three large peaks
in ∆fbn can be seen in the figure following peaks in fba. The effect is also
present in cycles 21 and 22, but is much less pronounced. In several places,
decreases in ∆fbn are simultaneous with peaks in fba, implying that fba has
been overestimated.

6.11 Reconstructing Past Variations in Background Network and
Ephemeral Facular Brightening

In the previous two sections we have used the sunspot group data to predict
the solar cycle variation in active region and network facular brightening
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(respectively fbn and ∆fbn) right back to the start of the Greenwich data
in 1874. In addition, the analysis revealed the modern-day values of Q0, the
TSI of the Sun when free of surface magnetic features, and the background
brightening by network and ephemeral flux that persists at sunspot minimum,
fbn0. Variations in fbn0 from minimum to minimum will be more pronounced
if weak flux tubes of the extended solar cycle are a significant brightening
factor and the degree of overlap varies. As yet we have little hard information
on such effects.
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Fig. 106. Distributions of radial field values for the quiet Sun. The heavier line is
the modern-day distribution and the others are generated by reducing the width
of the distribution and renormalising to give a constant number of total pixels.
The plot gives the fraction of pixels in 1 G bins, n1/N . The left-hand plot covers
the range of |B/µ| of 0–100 G, the right-hand plot covers the range 0–8 G in more
detail, showing the increase in near-zero fields when the width of the distribution
is reduced. The limit of zero width yields a delta function at |B/µ| = 0

To understand possible variations in fbn0, we can model the effect of
changes in the quiet Sun distribution of field, outside of active regions, nQS ,
by assuming that it always has the same shape as in modern times (and as
observed by the SoHO satellite). The distribution is then varied in width
and then renormalized so that the number of pixels on the disk is constant.
The resulting set of model distributions are shown in Fig. 106. The total
surface flux in 1 G bins of radial field, F1, is shown in Fig. 107 as a function
of B/µ, for the distributions shown in Fig. 106. Integrating F1 over all B/µ
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Fig. 107. The total surface flux in 1 G bins of radial field, F1, as a function of
|B/µ| for the family of quiet Sun distributions shown in Fig. 106

(between −1000 G and 1000 G) gives the total surface flux in small flux tubes,
Fq . Using the Ortiz et al. [2002] contrasts with the distributions shown in
Fig. 106 yields the disc-integrated facular brightening, fbn0. This is found to
vary linearly with the total surface magnetic flux Fq in small flux tubes (at
|B/µ| below 1000 G) between fbn0 = 0 for Fq = 0 to fbn0 = 1.71 W m−2 for
Fq = 3.4×1015 Wb (for the present-day QS distribution shown by the thicker
line in Figs. 106 and 100 and the green lines in Fig. 99). Thus [fbn0 in

Therefore the variation in fbn0 depends on the variation of the surface
magnetic flux in small flux tubes outside of active regions. We here assume
that this varies linearly with the 11-year smoothed mean of the sunspot num-
ber, R11, and define the amplitude of this variation with three assumptions
given in Table 9.

6.12 Reconstructing Past Variations in Total Solar Irradiance
from the Sum of all Effects

Sections 6.8–6.11 give ways of computing all of the terms in (165). By adding
these terms together, we can generate a reconstruction of TSI that is indepen-
dent of stellar analogues. Using the Greenwich sunspot data and facular con-
trasts developed from observations by the SoHO spacecraft, reconstructions
of each of the separate terms can be made without any major assumptions.
The two major exceptions to this are the background quiet-Sun brightening
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Table 9. Assumed Variations in the Quiet Sun between the Maunder Minimum
and the Present Day

Assumption Assumption ∆Fq ∆fbn0

number (1015 Wb) (W m−2)

1 That there has been no century-scale drift 0 0

in fbn0 and Fq

2 That Fq fell to zero during the Maunder Fm = 3.4 1.7

minimum

3 That Fq fell to half present-day values, Fm/2, Fm/2 = 1.7 0.85

during the Maunder minimum

fbn0 and the surface field-free Q0. We here assume that irradiance variability
is all due to surface effects (i.e. there are no effects deep in the CZ) so that
Q0 is constant at the value deduced in Section 6.10 for 1978–2003 applies
at all times. To include the variation in the fbn0 term, we make the three
assumptions listed in Table 9. Assumptions 1 and 2 give limits of behaviour
and assumption 3 gives behaviour that is halfway between the two.

Fig. 108. Distributions of radial surface flux. The logarithm to base 10 of magnetic
flux in 1 G bins, log10(F1 in 1013 Mx), is colour-coded as a function of year and
radial field |B/µ|. The top left panel gives monthly mean distributions derived
from monthly means of the sunspot group area from 1978 to 2000. The remaining
three panels show annual mean distributions derived from annual means of the
sunspot group area data from 1874 to 2001 and using assumptions 1, 2 and 3 of
Table 9 (for top right, bottom right and bottom left, respectively)
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It is useful to visualise the magnetic field distributions that these assump-
tions imply. These are computed using (166) and (167) with the observed
sunspot group area AG. The distribution of active region radial field values
(nAR) is kept constant and so the change in active region fields is all due to
the change in the area AG. To allow for any long-term changes in the quiet
Sun, the width distribution nQS is varied as in Fig. 104, using the total flux,
Fq , the long term variation of which is assumed to follow the same form as
smoothed sunspot numbers R11, with amplitude set by the assumptions given
in Table 9. The results are given in Fig. 108.

The top left panel of Fig. 108 shows the monthly distributions of magnetic
flux in 1 G bins, F1, for 1978–2000 (for which TSI data are available). In fact,
this plot uses assumption 3, but because the smoothed sunspot number is
relatively constant in this interval, the other two assumptions give almost
identical results. The solar cycle is seen as the rise and fall in the number of
large |B/µ| pixels, with a corresponding slight drop in QS pixels with |B/µ|
near 10 G. The other three panels show the reconstructed field distributions
from annual means of the sunspot group area for 1874–2001. The effect of
the three assumptions can clearly be seen at |B/µ| below about 25 G. Figures
109–111 show the corresponding TSI reconstructions.
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Fig. 109. Reconstruction 1 of the TSI, ITS, based on the assumption that the
quiet Sun Q0 and the solar-minimum network facular brightening fbn0 have both
remained constant over the past 150 years (assumption 1 of Table 9). The grey area
gives the reconstructed monthly values and the thin black line gives the observed
values from the PMOD TSI composite. The thick black line is the 11-year running
mean
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Fig. 110. The same as Fig. 109 but assuming that the magnetic flux threading
the photosphere fell to zero by the end of the Maunder minimum (assumption 2 in
Table 9)

Figure 109 shows the reconstruction for assumption 1. The thin black line
shows the observed values after 1978 and the thick black line shows 11-year
running means. There is an upward trend in the reconstructed TSI over the
past 150 years, in this case only because of the increasing amplitude of the
solar cycles. In this case, the ratio of the long-term drift (quantified by ∆ITS ,
the difference between average TSI values observed since 1978 and inferred for
the Maunder minimum) and the average amplitude of solar cycles since 1978
(δITS) is (∆ITS/δITS) = 0.5. Figures 109 and 110 show the corresponding
plots for, respectively, assumptions 2 and 3 of Table 9. If the surface field
fell to zero in the Maunder minimum, the ratio (∆ITS/δITS) would be 2.21,
whereas if it fell to half present day values (∆ITS/δITS) = 1.45. Table 10
compares the (∆ITS/δITS) values for the reconstructions presented in this
section with those previously published. In addition, the ratio to the value
for the Lean et al. [1995] reconstruction is presented (because that was used
in the detection–attribution studies presented in Section 6.3).

The likelihood of the three scenarios given by Figs. 109–111 depends on
the coupling between the strong and the weak dynamos and the extent to
which the small flux tubes outside active regions are the remnants of active
regions, as opposed to emerged through regions outside active regions. There
are a number of unknowns about the Maunder minimum behaviour. Firstly
does the lack of sunspots show a complete shutdown of the strong dynamo
or did it continue, but only produce smaller flux tubes? If it did completely



Solar Outputs and Their Effects 177

To
ta

l S
ol

ar
 Ir

ra
di

an
ce

, I
 T

S   
   

 (W
 m

−2
)

Year
1880 1900 1920 1940 1960 1980 2000

1363.5

1364

1364.5

1365

1365.5

1366

1366.5

1367

1367.5

1368

Fig. 111. The same as Fig. 109 but assuming that the total flux in small flux tubes
at sunspot minimum fell to half present-day values during the Maunder minimum
(assumption 3 in Table 9)

Table 10. Comparison of the long-term drift in various TSI reconstructions

Reconstruction Maunder ∆ITS/δITS ∆ITS/δITS
minimum LEA

ITS (W m2)

Lean et al. [1995] 1362.8 LEA = 3.2 1

Lean [2000] 1363.4 2.6 0.81

Hoyt and Schatten [1993] 1362.0 4.0 1.25

Solanki and Fligge [1999] 1361.5 4.5 1.41

Assumption 1 1365.5 0.5 0.16

Assumption 2 1363.8 2.2 0.69

Assumption 3 1364.5 1.5 0.47

or almost completely shut down, the quiet Sun facular brightening due to
the network and remnants of active regions would be lost, in addition to the
active region brightening. The extended solar cycle features evolve as they
migrate equatorward from weak dynamo-like to strong dynamo-like, revealing
that the two are strongly coupled. Thus if the strong dynamo were to cease
to operate, it is quite likely that the weak dynamo would cease also. On
the other hand, the 10Be record indicates that the flux continued to emerge
during the Maunder minimum, which could argue that the weak dynamo
continued. However, only if emerged flux in ephemeral regions is consistently
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aligned will it contribute to the open flux and so contribute to the modulation
of 10Be [Wang and Sheeley Jr., 2003c]. Without such an effect, the 10Be data
frim the Maunder minimum require strong to have continued to be active but
at reduced strength, such that the BMRs produced did not cause sunspots.

Resolution of these issues, in relation to TSI reconstruction, will require
longer data sequences on TSI than we have available at present. One possible
approach may be to try to exploit the longer data series of ground-based solar
irradiance measurements, if sufficiently accurate atmospheric corrections can
be developed. If such approach is not possible, there may be no alternative
other than to wait until the space-based TSI record is long enough. We do
now have almost 2.5 solar cycles of reliable TSI data and the remainder of
this section compares the trend in these data with those predicted by the
reconstructions presented here.
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Fig. 112. Comparison of 11-year running means in various reconstructions of the
TSI. The mauve, cyan and green lines are for assumptions 1,2 and 3 in Table 10
(changes in quiet Sun flux since the Maunder minimum of ∆Fq = 0, Fm/2 and Fm,
where Fm is the value for solar cycle 22). The orange line is the variation from the
reconstruction by Lean [2000] and the grey dashed line is the extrapolation based
on the open flux estimate [FS]aa by Lockwood and Stamper [1999]. The blue line
shows the result of a linear regression of 11-year running means of [FS ]aa with the
corresponding means of TSI (black line). The region in the box is reproduced in
detail in Fig. 113

Figure 112 compares the smoothed mean variations shown in Figs. 109–
111 with several other reconstructions. The mauve, green and cyan lines are
for assumptions 1,2 and 3 in Table 10 (changes in quiet Sun flux since the
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Maunder minimum of ∆Fq = 0, Fm and Fm/2, where Fm is the value for solar
cycle 22). The orange line shows the corresponding 11-year means from the
reconstruction by Lean [2000] and the grey dashed line is the extrapolation
based on the open flux estimate [FS ]aa by Lockwood and Stamper [1999].
Lockwood and Stamper assumed that the regression they derived on decadal
timescales also applies on century timescales.

The blue line shows the result of a linear regression of 11-year running
means of [FS ]aa with the corresponding 11-year running means of TSI (the
latter shown in the figure by the black line). The correlation coefficient is 0.91
but this has very low statistical significance because of the heavy smoothing
employed. The resulting reconstruction (in blue) is very similar to that for
Fq = Fm/2 (in cyan).

The region in the box in Fig. 112 is reproduced in detail in Fig. 113. It
can be seen that the observed drift in average TSI has been downward since
the start of observations in 1978. This drift is greater than the ±3 ppm yr−1

deliniated by the grey wedge: in fact this uncertainty estimate is pessimistic
and a more likely value is ±1 ppm yr−1 [Fröhlich, 2003]. All the reconstruc-
tions also show this downward drift. That by Lockwood and Stamper [1999]
and for ∆Fq = Fm are larger than from the observations, whereas those
from Lean [2000] and ∆Fq = 0 are smaller. The closest agreement is for the
∆Fq = Fm/2 case.
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Fig. 113. Detail of the shaded box in Fig. 112. The grey wedge shows a maximum
uncertainty in the long-term drift of the observed TSI composite of ±3 ppm yr−1.
(The actual uncertainty on these timescales is more likely to be ±1 ppm yr−1)
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With the caveat that there is not yet enough data to give statistical
significance to the correlation between smoothed open flux estimates of open
flux and TSI, Figs. 112 and 113 have some interesting implications. All three
of the new reconstructions presented here (for ∆Fq = 0, ∆Fq = Fm and
∆Fq = Fm/2) have a similar waveform to both the two reconstructions based
on open flux (using the regression of monthly data and the 11-year smoothed
means). This provides evidence that there is indeed a correlation between TSI
and open flux on century timescales and so justifies the use of cosmogenic
isotopes as a proxy for TSI. However, notice that the regression is different
for the monthly or annual means (dominated by the solar cycle variation)
than for the 11-year running means (dominated by the century-scale drift)
and that the regression based on the former gives a larger long-term drift
than the latter.

From Fig. 113, the observed long-term drift is most closely matched by
the reconstruction for ∆Fq = Fm/2 (assumption 3). Table 10 shows that
the long-term drift for this reconstruction is half that in the Lean et al.
[1995] reconstruction. If we adopt assumption, we can use regressions with
cosmogenic isotopes to reconstruct the irradiance variation over millenial
timescales. Crowley [2000] used cosmogenic isotope variations with the Lean
et al. reconstruction to compute the TSI variation over the last millenium.
The cosmogenic isotopes variations used were the 10Be abundance record
from ice cores by Bard et al. [1997] and Bard et al. [2000], the 14C production
rate from tree rings [Stuiver et al., 1988a,b, Stuiver and Braziunas, 1989] and
the 14C inferred from 10Be data [Bard et al., 1997, Beer, 2000]. In Fig. 114
these variations have been re-scaled using the factor 0.5 found in Table 10
for the reconstruction made using assumption 3.

7 Conclusions and Implications

The preceding sections have reviewed the physics of solar outputs and our
best current understanding of how they have varied on the century timescales
which are important to recent global climate change, and on the millenium
timescales relevant to the climate changes during the Holocene as revealed by
paleoclimate studies. Figure 115 summarises schematically potential solar–
climate interaction chains. The figure makes no attempt to evaluate the con-
tribution of any one mechanism: we know already that several of them are
extremely important, others will prove to be less important, some may be
negligible and some may even prove to be invalid. The figure also stresses
that these solar variability effects must be considered alongside other known
effects, such as those due to volcanoes, human activities (including green-
house gas emissions, sulphate pollution, and deforestation) and changes in
Earth’s orbital characteristics.

Detection–attribution techniques allow us to evaluate the effects of these
inputs and hence allow some prediction of the future evolution of our climate.



Solar Outputs and Their Effects 181

Year

TS
I, 

 I TS
  (

W
 m

−2
)

∆[14C] BEA (2000)

[10Be] BEA (2000)

∆[14C] S&B (1993)

1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000

1364

1364.5

1365

1365.5

1366

1366.5

Fig. 114. The irradiance reconstruction over the last millenium based on cos-
mogenic isotopes and assumption 3 of Table 9 (∆Fq = Fm/2). The cosmogenic
isotope records used are: the 10Be abundance record from ice cores, as published by
Bard et al. [1997, 2000] – labelled [10Be]BEA(2000), the 14C production rate from
tree rings [Stuiver and Braziunas, 1989] – labelled ∆[14C]S&B(1993), and the 14C
inferred from 10Be data [Bard et al., 1997, 2000] – labelled ∆[14C]BEA(2000)

Fig. 115. Schematic view of potential links and mechanisms by which solar vari-
ability may influence climate. Other important factors and mechanism chains are
summarised by black boxes
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However, such studies depend on the variations used as inputs to the general
circulation models of the coupled atmosphere–ocean system. Many of these
studies have assumed that the only important solar output is the total solar
irradiance, the variation of which has often been quantified by using the Lean
et al. [1995] reconstruction. They have revealed that the solar effect is larger
than expected from radiative forcing (i.e the solar β-factor exceeds unity),
pointing to either a correlated parallel mechanism (for example, direct cosmic
ray effects) or to some feedback mechanism that amplifies the effect of TSI
variations (for example, TSI-induced albedo changes).

Paleoclimate studies reveal a link between cosmogenic isotopes and cli-
mate indicators throughout the Holocene, again showing that either there is
a direct effect of cosmic rays on climate, or that cosmic rays vary in synchro-
nisation with another factor, such that they are not the cause of the effect
but their fluxes are nevertheless a good index (or “proxy”) for it. The most
likely correlated factor is the TSI (or UV irradiance). However, this raises
difficulties in understanding why the open solar magnetic flux, which modu-
lates cosmic ray fluxes, is so closely related to the surface flux features which
modulate TSI. Section 6 presented some new evidence that open solar flux
is indeed related to TSI on century, as well as decadal, timescales and so
provides the first firm justification for the use of cosmogenic isotopes as a
proxy for TSI.

Previous reconstructions of TSI have employed stellar analogues to quan-
tify the long-term drift (usually quoted as the change in average TSI between
the Maunder minimum and the present day). The problem with this is that
the drift derived depends on the assumptions made about our Sun’s place in
the observed distributions of Sun-like stars. In Section 6, the various bright-
ening and darkening terms in the full expression for TSI were calculated
separately without using stellar analogues. This is a first attempt to do this
and is based on reconstructing the distribution of surface flux tube sizes using
data from the SoHO spacecraft, covering little more than half of a solar cycle
and for one (visible, red) wavelength only. Therefore it is to be expected that
these estimates will need revision as more data become available.

A clear downward drift in 11-year running means of TSI has been ob-
served since space-based TSI observations began in 1978. This drift exceeds
the instrumental uncertainties and is matched by a reconstruction for which
the quiet-Sun magnetic flux falls to about half of present-day values in the
Maunder minimum. This implies that the long-term drift may be roughly half
that predicted in the Lean et al. [1995] reconstruction used to generate the β
factors discussed above. In turn, this suggests that the solar amplification β
factor may be roughly twice the magnitude that we thought previously (i.e.
of order 5 or 6). The implication is that although the century-scale drift in
solar irradiance may be smaller in amplitude than previously envisaged, the
sensitivity of the Earth’s climate to these variations would be correspondingly
greater.
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